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Preface

The topic of this book is the classification theorem for compact surfaces. We present
the technical tools needed for proving rigorously the classification theorem, give a
detailed proof using these tools, and also discuss the history of the theorem and its
various “proofs.”

We find the classification theorem for compact surfaces quite fascinating because
its statement fits very well our intuitive notion of a surface (given that one recognizes
that there are non-orientable surfaces as well as orientable surfaces) but a rigorous
proof requires a significant amount of work and machinery. Indeed, it took about
sixty years until a rigorous proof was finally given by Brahana [4] in 1921. Early
versions of the classification theorem were stated by by Möbius [13] in 1861 and
by Jordan [9] in 1866. Present day readers will be amused by the “proofs” given by
Möbius and Jordan who did not have the required technical tools at their disposal
and did not even have the definition of a (topological) surface. More definite versions
and “proofs” were given later by von Dyck [6] in 1888 and by Dehn and Heegaard
[5] in 1907. One of our goals is to present a history of the proof as complete as
possible. A detailed history seems lacking in the literature and should be of interest
to anyone interested in topology.

It is our opinion that the classification theorem for compact surfaces provides a
natural and wonderful incentive for learning some of the basic tools of algebraic
topology, in particular homology groups, a somewhat arduous task without relevant
motivations. The reward for such an effort is a thorough understanding of the proof
of the classification theorem. Our experience is that self-disciplined and curious
students are willing to make such an effort and find it rewarding. It is our hope that
our readers will share such feelings.

The classification theorem for compact surfaces is covered in most algebraic
topology books. The theorem either appears at the beginning, in which case the pre-
sentation is usually rather informal because the machinery needed to give a formal
proof has not been introduced yet (as in Massey [12]) or it is given as an application
of the machinery, as in Seifert and Threlfall [15], Ahlfors and Sario [1], Munkres
[14], and Lee [11] (the proofs in Seifert and Threlfall [15] and Ahlfors and Sario
[1] are also very formal). Munkres [14] and Lee [11] give rigorous and essentially
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vi Preface

complete proofs (except for the fact that surfaces can be triangulated). Munkres’s
proof appears in Chapter 12 and depends on material on the fundamental group
from Chapters 9 and 11. Lee’s proof starts in Chapter 6 and ends in Chapter 10,
which depends on Chapter 7 on the fundamental group. These proofs are very nice
but we feel that the reader will have a hard time jumping in without having read a
significant portion of these books. We make further comparisons between Munkres
and Lee’s approach with ours in Chapter 6.

We thought that it would be useful for a wider audience to present a proof of the
classification theorem for compact surfaces more leisurely than that of Ahlfors and
Sario [1] (or Seifert and Threlfall [15] or Munkres [14] or Lee [11]) but more formal
and more complete than other sources such as Massey [12], Amstrong [2], Kinsey
[10], Henle [8], Bloch [3], Fulton [7] and Thurston [16]. Such a proof should be
accessible to readers who have a certain amount of “mathematical maturity.” This
definitely includes first-year graduate students but also strongly motivated upper-
level undergraduates. Our hope is that after reading our guide, the reader will be
well prepared to read and compare other proofs of the theorem on the classification
of surfaces, especially in Seifert and Threlfall [15], Ahlfors and Sario [1], Massey
[12], Munkres [14], and Lee [11]. It is also our hope that our introductory chapter
on homology (Chapter 5) will inspire the reader to undertake a deeper study of
homology and cohomology, two fascinating and powerful theories.

We begin with an informal presentation of the theorem, very much as in Massey’s
excellent book [12]. Then, we develop the technical tools to give a rigorous proof:
the definition of a surface in Chapter 2, simplicial complexes and triangulations
in Chapter 3, the fundamental group and orientability in Chapter 4, and homology
groups in Chapter 5. The proof of the classification theorem for compact surfaces is
given in Chapter 6, the main chapter of this book.

In order not to interrupt the main thread of the book (the classification theorem),
we felt that it was best to put some of the material in some appendices. For instance,
a review of basic topological preliminaries (metric spaces, normed spaces, topolog-
ical spaces, continuous functions, limits, connected sets and compact sets) is given
in Appendix C. The history of the theorem and its “proofs” are discussed quite ex-
tensively in Appendix D. Finally, a proof that every surface can be triangulated is
given in Appendix E. Various notes are collected in Appendix F.
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Chapter 1
The Classification Theorem: Informal
Presentation

1.1 Introduction

Few things are as rewarding as finally stumbling upon the view of a breathtaking
landscape at the turn of a path after a long hike. Similar experiences occur in math-
ematics, music, art, etc. When we first read about the classification of the compact
surfaces, we sensed that if we prepared ourself for a long hike, we could probably
enjoy the same kind of exhilarating feeling.

The Problem
Define a suitable notion of equivalence of surfaces so that a complete list of

representatives, one in each equivalence class of surfaces, is produced, each repre-
sentative having a simple explicit description called a normal form. By a suitable
notion of equivalence, we mean that two surfaces S1 and S2 are equivalent iff there
is a “nice” bijection between them.

The classification theorem for compact surfaces says that, despite the fact that
surfaces appear in many diverse forms, surfaces can be classified, which means
that every compact surface is equivalent to exactly one representative surface, also
called a surface in normal form. Furthermore, there exist various kinds of normal
forms that are very concrete, for example, polyhedra obtained by gluing the sides of
certain kinds of regular planar polygons. For this type of normal form, there is also a
finite set of transformations with the property that every surface can be transformed
into a normal form in a finite number of steps.

Of course, in order to make the above statements rigorous, one needs to define
precisely

1. what is a surface
2. what is a suitable notion of equivalence of surfaces
3. what are normal forms of surfaces.

This is what we aim to do in this book!
For the time being, let us just say that a surface is a topological space with the

property that around every point, there is an open subset that is homeomorphic to
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2 1 The Classification Theorem: Informal Presentation

an open disc in the plane (the interior of a circle).1 We say that a surface is locally
Euclidean. Informally, two surfaces X1 and X2 are equivalent if each one can be
continuously deformed into the other. More precisely, this means that there is a
continuous bijection, f : X1 → X2, such that f−1 is also continuous (we say that f
is a homeomorphism). So, by “nice” bijection we mean a homeomorphism, and two
surfaces are considered to be equivalent if there is a homeomorphism between them.

The Solution
Every proof of the classification theorem for compact surfaces comprises two

steps:

(1) A topological step. This step consists in showing that every compact surface can
be triangulated.

(2) A combinatorial step. This step consists in showing that every triangulated sur-
face can be converted to a normal form in a finite number of steps, using some
(finite) set of transformations.

To clarify step 1, we have to explain what is a triangulated surface. Intuitively,
a surface can be triangulated if it is homeomorphic to a space obtained by pasting
triangles together along edges. A technical way to achieve this is to define the com-
binatorial notion of a 2-dimensional complex, a formalization of a polyhedron with
triangular faces. We will explain thoroughly the notion of triangulation in Chapter
3 (especially Section 3.2).

The fact that every surface can be triangulated was first proved by Radó in 1925.
This proof is also presented in Ahlfors and Sario [1] (see Chapter I, Section §8).

Fig. 1.1 Tibor Radó, 1895–1965.

The proof is fairly complicated and the intuition behind it is unclear. Other sim-
pler and shorter proofs have been found and we will present in Appendix E a proof
due to Carsten Thomassen [14] which we consider to be the most easily accessible
(if not the shortest).

1 More rigorously, we also need to require a surface to be Hausdorff and second-countable; see
Definition 2.3.
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There are a number of ways of implementing the combinatorial step. Once one
realizes that a triangulated surface can be cut open and laid flat on the plane, it is
fairly intuitive that such a flattened surface can be brought to normal form, but the
details are a bit tedious. We will give a complete proof in Chapter 6 and a preview
of this process in Section 1.2.

It should also be said that distinct normal forms of surfaces can be distinguished
by simple invariants:

(a) Their orientability (orientable or non-orientable)
(b) Their Euler–Poincaré characteristic, an integer that encodes the number of

“holes” in the surface.

Actually, it is not easy to define precisely the notion of orientability of a sur-
face and to prove rigorously that the Euler–Poincaré characteristic is a topological
invariant, which means that it is preserved under homeomorphisms.

Intuitively, the notion of orientability can be explained as follows. Let A and B
be two bugs on a surface assumed to be transparent. Pick any point p, assume that
A stays at p and that B travels along any closed curve on the surface starting from
p dragging along a coin. A memorizes the coin’s face at the begining of the path
followed by B. When B comes back to p after traveling along the closed curve, two
possibilites may occur:

1. A sees the same face of the coin that he memorized at the beginning of the trip.
2. A sees the other face of the coin.

If case 1 occurs for all closed curves on the surface, we say that it is orientable.
This will be the case for a sphere or a torus. However, if case 2 occurs, then we say
that the surface is nonorientable. This phenomenon can be observed for the surface
known as the Möbius strip, see Figure 1.2

Orientability will be discussed rigorously in Section 4.5 and the Euler–Poincaré
characteristic and its invariance in Chapter 5 (see especially Theorem 5.2).

In the words of Milnor himself, the classification theorem for compact surfaces
is a formidable result. This result was first proved rigorously by Brahana [2] in 1921
but it had been stated in various forms as early as 1861 by Möbius [11], by Jordan
[7] in 1866, by von Dyck [4] in 1888 and by Dehn and Heegaard [3] in 1907, so it
was the culmination of the work of many (see Appendix D).

Indeed, a rigorous proof requires, among other things, a precise definition of a
surface and of orientability, a precise notion of triangulation, and a precise way of
determining whether two surfaces are homeomorphic or not. This requires some
notions of algebraic topology such as, fundamental groups, homology groups, and
the Euler–Poincaré characteristic. Most steps of the proof are rather involved and it
is easy to lose track.

One aspect of the proof that we find particularly fascinating is the use of certain
kinds of graphs (called cell complexes) and of some kinds of rewrite rules on these
graphs, to show that every triangulated surface is equivalent to some cell complex in
normal form. This presents a challenge to researchers interested in rewriting, as the
objects are unusual (neither terms nor graphs), and rewriting is really modulo cyclic
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Fig. 1.2 A Möbius strip in R3 (K. Polthier of FU Berlin).

permutations (in the case of boundaries). We hope that this book will inspire some
of the researchers in the field of rewriting to investigate these mysterious rewriting
systems.

Our goal is to help the reader reach the top of the mountain (the classification
theorem for compact surfaces, with or without boundaries (also called borders)),
and help him not to get lost or discouraged too early. This is not an easy task!

We provide quite a bit of topological background material and the basic facts of
algebraic topology needed for understanding how the proof goes, with more than an
impressionistic feeling.

We also review abelian groups and present a proof of the structure theorem for
finitely generated abelian groups due to Pierre Samuel. Readers with a good mathe-
matical background should proceed directly to Section 2.2, or even to Section 3.1.

We hope that this book will be helpful to readers interested in geometry, and who
still believe in the rewards of serious hiking!

1.2 Informal Presentation of the Theorem

Until Riemann’s work in the early 1850’s, surfaces were always dealt with from a
local point of view (as parametric surfaces) and topological issues were never con-
sidered. In fact, the view that a surface is a topological space locally homeomorphic
to the Euclidean plane was only clearly articulated in the early 1930’s by Alexan-
der and Whitney (although Weyl also adopted this view in his seminal work on
Riemann surfaces as early as 1913).
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Fig. 1.3 James W Alexander, 1888–1971 (left), Hassler Whitney, 1907–1989 (middle) and Her-
man K H Weyl, 1885–1955 (right).

Fig. 1.4 Bernhard Riemann, 1826–1866 (left), August Ferdinand Möbius, 1790–1868 (middle
left), Johann Benedict Listing, 1808–1882 (middle right) and Camille Jordan, 1838–1922 (right).

After Riemann, various people, such as Listing, Möbius and Jordan, began to
investigate topological properties of surfaces, in particular, topological invariants.
Among these invariants, they considered various notions of connectivity, such as the
maximum number of (non self-intersecting) closed pairwise disjoint curves that can
be drawn on a surface without disconnecting it and, the Euler–Poincaré characteris-
tic. These mathematicians took the view that a (compact) surface is made of some
elastic strechable material and they took for granted the fact that every surface can
be triangulated. Two surfaces S1 and S2 were considered equivalent if S1 could be
mapped onto S2 by a continuous mapping “without tearing and duplication” and S2
could be similarly be mapped onto S1. This notion of equivalence is a precursor of
the notion of a homeomorphism (not formulated precisely until the 1900’s) that is,
an invertible map, f : S1→ S2, such that both f and its inverse, f−1, are continuous.

Möbius and Jordan seem to be the first to realize that the main problem about the
topology of (compact) surfaces is to find invariants (preferably numerical) to decide
the equivalence of surfaces, that is, to decide whether two surfaces are homeomor-
phic or not.

The crucial fact that makes the classification of compact surfaces possible is
that every (connected) compact, triangulated surface can be opened up and laid flat
onto the plane (as one connected piece) by making a finite number of cuts along
well chosen simple closed curves on the surface.

Then, we may assume that the flattened surface consists of convex polygonal
pieces, called cells, whose edges (possibly curved) are tagged with labels associ-
ated with the curves used to cut the surface open. Every labeled edge occurs twice,
possibly shared by two cells.
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Consequently, every compact surface can be obtained from a set of convex poly-
gons (possibly with curved edges) in the plane, called cells, by gluing together pairs
of unmatched edges.

These sets of cells representing surfaces are called cell complexes. In fact, it is
even possible to choose the curves so that they all pass through a single common
point and so, every compact surface is obtained from a single polygon with an even
number of edges and whose vertices all correspond to a single point on the surface.

For example, a sphere can be opened up by making a cut along half of a great
circle and then by pulling apart the two sides (the same way we open a Chinese
lantern) and smoothly flattening the surface until it becomes a flat disk. Symboli-
cally, we can represent the sphere as a round cell with two boundary curves labeled
and oriented identically, to indicate that these two boundaries should be identified,
see Figure 1.5. 1

a

a

Fig. 1.5 A cell representing a sphere (boundary aa−1).

We can also represent the boundary of this cell as a string, in this case, aa−1, by
following the boundary counter-clockwise and putting an inverse sign on the label
of an edge iff this edge is traversed in the opposite direction.

To open up a torus, we make two cuts: one using any half-plane containing the
axis of revolution of the torus, the other one using a plane normal to the axis of
revolution and tangential to the torus (see Figure 1.6).

By deformation, we get a square with opposite edges labeled and oriented iden-
tically, see Figure 1.7. The boundary of this square can be described by a string
obtained by traversing it counter-clockwise: we get aba−1b−1, where the last two
edges have an inverse sign indicating that they are traversed backwards.

A surface (orientable) with two holes can be opened up using four cuts. Observe
that such a surface can be thought of as the result of gluing two tori together: take
two tori, cut out a small round hole in each torus and glue them together along the
boundaries of these small holes. Then, we make two cuts to split the two tori (using
a plane containing the “axis” of the surface) and then two more cuts to open up the
surface. This process is very nicely depicted in Hilbert and Cohn–Vossen [6] (pages
300-301) and in Fréchet and Fan [5] (pages 38-39), see Figure 1.8.

The result is that a surface with two holes can be represented by an octogon with
four pairs of matching edges, as shown in Figure 1.9.
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300 VI. TOPOLOGY 

in Fig. 281. Once again, we obtain a model of a closed surface; but 
this time it is ~asy to reconstruct from the model the surface it 

'+ 

represents. To begin with, we 
bend the rectangle into the 
form of a circular cylinder 
(see Figs. 282 and 283) and 
fasten the sides 1 and 2 to­
gether so that identified pairs 
of points on these sides are {i
actually brought into coin­
cidence. Meanwhile, the sides 
3 and 4 have become circles, 
and by bending the cylinder 
(see Fig. 284), we can bring 
them together as prescribed 
by the identification. Finally, 
we arrive at the surface of 
a torus, and the boundary 
of our rectangle has become 
a canonical section on the 
torus, with each of the curves 
corresponding to two sides of 
the rectangle (see Figs. 285 

Conversely, we can begin with a torus and obtain a 

FIG. 284 

FIG. 285 

and 275b). 
figure that is topologically equivalent to a rectangle with its sides 

properly identified in pairs, by slitting 
the torus along the curves of a canonical 
section. This procedure can be general­
ized to all pretzels. For a pretzel of con­
nectivity 2p + 1, the canonical system 
consists of 2 p curves, and cutting along 
these curves results in a 4p-sided poly­
gon with pairs of sides identified accord­
ing to a definite rule. Figs. 286 and 287 
illustrate the construction for the cases 
h = 5 and h = 7 (i.e. p = 2 and p = 3), 
respecti vely. 

The mapping of pretzels into 4p-si~ed polygons plays an im­
portant part both in the theory of continuous maps (cf. p. 322) and 

FIG. 286a 

Fig. 1.6 Cutting open a torus, from Hilbert and Cohn–Vossen, page 300.

A surface (orientable) with three holes can be opened up using 6 cuts and is
represented by a 12-gon with edges pairwise identified as shown in Cohn–Vossen
[6] (pages 300-301), see Figure 1.8.
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1

a

a

b b

Fig. 1.7 A cell representing a torus (boundary aba−1b−1).

In general, an orientable surface with g holes (a surface of genus g) can be opened
up using 2g cuts and can be represented by a regular 4g-gon with edges pairwise
identified, where the boundary of this 4g-gon is of the form

a1b1a−1
1 b−1

1 a2b2a−1
2 b−1

2 · · ·agbga−1
g b−1

g ,

called type (I). The sphere is represented by a single cell with boundary

aa−1, or ε (the empty string);

this cell is also considered of type (I).
The normal form of type (I) has the following useful geometric interpretation: A

torus can be obtained by gluing a “tube” (a bent cylinder) onto a sphere by cutting
out two small disks on the surface of the sphere and then gluing the boundaries of
the tube with the boundaries of the two holes. Therefore, we can think of a surface
of type (I) as the result of attaching g handles onto a sphere. The cell complex,
aba−1b−1, is called a handle.

In addition to being orientable or nonorientable, surfaces may have boundaries.
For example, the first surface obtained by slicing a torus shown in Figure 1.6 (FIG.
284) is a bent cyclinder that has two boundary circles. Similarly, the top three sur-
faces shown in Figure 1.8 (FIG. 286b–d) are surfaces with boundaries. On the other
hand, the sphere and the torus have no boundary.

As we said earlier, every surface (with or without boundaries) can be triangulated,
a fact proved by Radó in 1925. Then, the crucial step in proving the classification
theorem for compact surfaces is to show that every triangulated surface can be con-
verted to an equivalent one in normal form, namely, represented by a 4g-gon in the
orientable case or by a 2g-gon in the nonorientable case, using some simple trans-
formations invoving cuts and gluing. This can indeed be done, and next we sketch
the conversion to normal form for surfaces without boundaries, following a minor
variation of the method presented in Seifert and Threlfall [13].

Since our surfaces are already triangulated, we may assume that they are given
by a finite set of planar polygons with curved edges. Thus, we have a finite set, F ,
of faces, each face, A ∈ F , being assigned a boundary, B(A), which can be viewed
as a string of oriented edges from some finite set, E, of edges. In order to deal with
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Fig. 1.8 Constructing a surface with two holes and a surface with three holes by gluing the edges
of a polygon, from Hilbert and Cohn–Vossen, page 301.
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a2

b2a1

b1

a1

b1 a2

b2

Fig. 1.9 A cell representing a surface with two holes (boundary a1b1a−1
1 b−1

1 a2b2a−1
2 b−1

2 ).

oriented edges, we introduce the set, E−1, of “inverse” edges and we assume that we
have a function, B : F → (E ∪E−1)∗, assigning a string or oriented edges, B(A) =
a1a2 · · ·an, to each face, A∈F , with n≥ 2.2 Actually, we also introduce the set, F−1,
of inversely oriented faces A−1, with the convention that B(A−1) = a−1

n · · ·a−1
2 a−1

1
if B(A) = a1a2 · · ·an. We also do not distinguish between boundaries obtained by
cyclic permutations. We call A and A−1 oriented faces. Every finite set, K, of faces
representing a surface satisfies two conditions:

(1) Every oriented edge, a ∈ E ∪E−1, occurs twice as an element of a boundary. In
particular, this means that if a occurs twice in some boundary, then it does not
occur in any other boundary.

(2) K is connected. This means that K is not the union of two disjoint systems satis-
fying condition (1).

A finite (nonempty) set of faces with an assignment of boundaries satisfying
conditions (1) and (2) is called a cell complex. We already saw examples of cell
complexes at the beginning of this section. For example, a torus is represented by
a single face with boundary aba−1b−1. A more precise definition of a cell complex
will be given in Definition 6.1.

Every oriented edge has a source vertex a target vertex, but distinct edges may
share source or target vertices. Now this may come as a surprise, but the definition of
a cell complex allows other surfaces besides the familiar ones, namely nonorientable
surfaces. For example, if we consider a single cell with boundary abab, as shown
in Figure 1.10 (a), we have to construct a surface by gluing the two edges labeled
a together, but this requires first “twisting” the square piece of material by an angle
π , and similarly for the two edges labeled b.

One will quickly realize that there is no way to realize such a surface without
self-intersection in R3 and this can indeed be proved rigorously although this is
nontrivial; see Note F.1. The above surface is the real projective plane, RP2.

As a topological space, the real projective plane is the set of all lines through the
origin in R3. A more concrete representation of this space is obtained by considering

2 In Section 6.1, we will allow n≥ 0.
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1

a

a

b b

(a)

a

a

(b)

Fig. 1.10 (a) A projective plane (boundary abab). (b) A projective plane (boundary aa).

the upper hemisphere,

S2
+ = {(x,y,z) ∈ R3 | x2 + y2 + z2 = 1, z≥ 0}.

Now, every line through the origin not contained in the plane z = 0 intersects the
upper hemisphere, S2

+, in a single point, whereas every line through the origin con-
tained in the plane z = 0 intersects the equatorial circle in two antipodal points.
It follows that the projective plane, RP2, can be viewed as the upper hemisphere,
S2
+, with antipodal on its boundary identified. This is not easy to visualize! Further-

more, the orthogonal projection along the z-axis yields a bijection between S2
+ and

the closed disk,
D = {(x,y) ∈ R2 | x2 + y2 ≤ 1},

so the projective plane, RP2, can be viewed as the closed disk, D, with antipodal on
its boundary identified. This explains why the cell in Figure 1.10 (a) yields the pro-
jective plane by identification of edges and so does the circular cell with boundary
aa shown in Figure 1.10 (b). A way to realize the projective plane as a surface in
R3 with self-intersection is shown in Note F.2. Other methods for realizing RP2 are
given in Appendix A.

Let us go back to the notion of orientability. This is a subtle notion and coming
up with a precise definition is harder than one might expect. The crucial idea is that
if a surface is represented by a cell complex, then this surface is orientable if there
is a way to assign a direction of traversal (clockwise or counterclockwise) to the
boundary of every face, so that when we fold and paste the cell complex by gluing
together every edge a with its inverse a−1, no tearing or creasing takes place. The
result of the folding and pasting process should be a surface in R3. In particular, the
gluing process does not involve any twist and does not cause any self-intersection.

Another way to understand the notion of orientability is that if we start from
some face A0 and follow a closed path A0,A1, . . . ,An on the surface by moving from
each face Ai to the next face Ai+1 if Ai and Ai+1 share a common edge, then when
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we come back to A0 = An, the orientation of A0 has not changed. Here is a rigorous
way to capture the notion of orientability.

Given a cell complex, K, an orientation of K is a set of faces {Aε | A∈ F}, where
each face Aε is obtained by choosing one of the two oriented faces A,A−1 for every
face A ∈ F , that is, Aε = A or Aε = A−1. An orientation is coherent if every edge a
in E ∪E−1 occurs once in the set of boundaries of the faces in {Aε | A ∈ F}. A cell
complex, K, is orientable if is has some coherent orientation.

a

a

b b
c

c

Fig. 1.11 An orientable cell complex with B(A1) = abc and B(A2) = bac.

For example, the complex with boundary aba−1b−1 representing the torus is ori-
entable, but the complex with boundary aa representing the projective plane is not
orientable. The cell complex K with two faces A1 and A2 whose boundaries are
given by B(A1) = abc and B(A2) = bac is orientable since we can pick the orienta-
tion {A1,A−1

2 }. Indeed, B(A−1
2 ) = c−1a−1b−1 and every oriented edge occurs once

in the faces in {A1,A−1
2 }; see Figure 1.11. Note that the orientation of A2 is the

opposite of the orientation shown on the Figure, which is the orientation of A1.
It is clear that every surface represented by a normal form of type (I) is orientable.

It turns out that every nonorientable surface (with g≥ 1 “holes”) can be represented
by a 2g-gon where the boundary of this 2g-gon is of the form

a1a1a2a2 · · ·agag,

called type (II). All these facts will be proved in Chapter 6, Section 6.3.
The normal form of type (II) also has a useful geometric interpretation: Instead

of gluing g handles onto a sphere, glue g projective planes, i.e. cross-caps, onto a
sphere. The cell complex with boundary, aa, is called a cross-cap.

Another famous nonorientable surface known as the Klein bottle is obtained by
gluing matching edges of the cell showed in Figure 1.13 (a). This surface was first
described by Klein [8] (1882). As for the projective plane, using the results of Note
F.1, it can be shown that the Klein bottle cannot be embedded in R3.

If we cut the cell showed in Figure 1.13 (a) along the edge labeled c and then glue
the resulting two cells (with boundaries abc and bc−1a−1) along the edge labeled b,
we get the cell complex with boundary aacc showed in Figure 1.13 (b). Therefore,
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Fig. 1.12 Felix C Klein, 1849–1925.

a

a

b b

(a)

c

c

a

a c

(b)

Fig. 1.13 (a) A Klein bottle (boundary aba−1b). (b) A Klein bottle (boundary aacc).

the Klein bottle is the result of gluing together two projective planes by cutting out
small disks in these projective planes and then gluing them along the boundaries of
these disks. However, it order to obtain a representation of a Klein bottle in R3 as
a surface with a self-intersection is is better to use the edge identification specified
by the cell complex of Figure 1.13 (a). First, glue the edges labeled a together,
obtaining a tube (a cylinder), then twist and bend this tube to let it penetrate itself in
order to glue the edges labeled b together, see Figure 1.14. Other pictures of a Klein
bottle are shown in Figure 1.15.

In summary, there are two kinds normal forms of cell complexes: These cell
complexes K = (F,E,B) in normal form have a single face A (F = {A}), and either

(I) E = {a1, . . . ,ap,b1, . . . ,bp} and

B(A) = a1b1a−1
1 b−1

1 · · ·apbpa−1
p b−1

p ,

where p≥ 0, or
(II) E = {a1, . . . ,ap} and

B(A) = a1a1 · · ·apap,

where p≥ 1.

Observe that canonical complexes of type (I) are orientable, whereas canonical
complexes of type (II) are not. When p = 0, the canonical complex of type (I) corre-
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Fig. 1.14 Construction of a Klein bottle, from Hilbert and Cohn–Vossen, page 308.
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Fig. 1.15 Klein bottles in R3 (K. Polthier of FU Berlin).

sponds to a sphere, and we let B(A) = ε (the empty string). The above surfaces have
no boundary; the general case of surfaces with boundaries is covered in Chapter 6.
Then, the combinatorial form the classification theorem for (compact) surfaces can
be stated as follows:

Theorem 1.1. Every cell complex K can be converted to a cell complex in normal
form by using a sequence of steps involving a transformation (P2) and its inverse:
splitting a cell complex, and gluing two cell complexes together.

Actually, to be more precise, we should also have an edge-splitting and an edge-
merging operation but, following Massey [10], if we define the elimination of pairs
aa−1 in a special manner, only one operation is needed, namely:

Transformation P2: Given a cell complex, K, we obtain the cell complex, K′,
by elementary subdivision of K (or cut) if the following operation, (P2), is applied:
Some face A in K with boundary a1 . . .apap+1 . . .an is replaced by two faces A′ and
A′′ of K′, with boundaries a1 . . .apd and d−1ap+1 . . .an, where d is an edge in K′ not
in K. Of course, the corresponding replacement is applied to A−1.

Rule (P2) is illustrated in Figure 1.16.

a1

a2

a3

ap

ap+1

an

d (P2)

a1

a2

a3

ap

d

ap+1

an

d

Fig. 1.16 Rule (P2).
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Proof (Sketch of proof for Theorem 1.1). The procedure for converting a cell com-
plex to normal form consists of several steps.

Step 1. Elimination of strings aa−1 in boundaries, see Figure 1.17.

(a) (b) (c)

A

A

A

A

A

B

B

B

a a

a

a
−1

a
−1

Fig. 1.17 Elimination of aa−1.

Step 2. Vertex Reduction.
The purpose of this step is to obtain a cell complex with a single vertex. We

first perform step 1 repeatedly until all occurrences of the form aa−1 have been
eliminated. If the remaining sequence has no edges left, then it must be of type (I).

Otherwise, consider an inner vertex α = (b1, . . . ,bm). If α is not the only inner
vertex, then there is another inner vertex β . We assume without loss of generality
that b1 is the edge that connects β to α . Also, we must have m≥ 2, since otherwise
there would be a string b1b−1

1 in some boundary. Thus, locate the string b1b−1
2 in

some boundary. Suppose it is of the form b1b−1
2 X1, and using (P2), we can split it

into b1b−1
2 c and c−1X1 (see Figure 1.18 (a)). Now locate b2 in the boundary, suppose

it is of the form b2X2. Since b2 differs from b1,b−1
1 ,c,c−1, we can eliminate b2 by

applying (P2)−1. This is equivalent to cutting the triangle cb1b−1
2 off along edge c,

and pasting it back with b2 identified with b−1
2 (see Figure 1.18 (b)).

This has the effect of shrinking α . Indeed, as one can see from Figure 1.18 (c),
there is one less vertex labeled α , and one more labeled β .

c

c

(a) (b) (c)

c

X1X1X1

X2X2X2

b2b2

b2

b1

b1

b1

c−1 c−1c−1

α

α

α α

β

β

β

ββ

Fig. 1.18 Reduction to a single inner vertex.



1.2 Informal Presentation of the Theorem 17

This procedure can be repeated until α = (b1), at which stage b1 is eliminated
using step 1. Thus, it is possible to eliminate all inner vertices except one. Thus,
from now on, we will assume that there is a single inner vertex.

Step 3. Reduction to a single face and introduction of cross-caps.
We may still have several faces. We claim that for every face A, if there is some

face B such that B 6= A, B 6= A−1, and there is some edge a both in the boundary of
A and in the boundary of B, due to the fact that all faces share the same inner vertex,
and thus all faces share at least one edge. Thus, if there are at least two faces, from
the above claim and using (P2)−1, we can reduce the number of faces down to one.
It it easy to check that no new vertices are introduced.

Next, if some boundary contains two occurrences of the same edge a, i.e., it is of
the form aXaY , where X ,Y denote strings of edges, with X ,Y 6= ε , we show how to
make the two occurrences of a adjacent. This is the attempt to group the cross-caps
together, resulting in a sequence that denotes a cell complex of type (II).

(a) (b) (c)

X

XX

YY

a
a

aa

a

b

b
b

b
−1

Y
−1

Fig. 1.19 Grouping the cross-caps.

The above procedure is essentially the same as the one we performed in our
vertex reduction step. The only differece is that we are now interested in the edge
sequence in the boundary, not the vertices. The rule shows that by introducing a
new edge b and its inverse, we can cut the cell complex in two along the new edge,
and then paste the two parts back by identifying the the two occurences of the same
edge a, resulting in a new boundary with a cross-cap, as shown in Figure 1.19 (c).
By repeating step 3, we convert boundaries of the form aXaY to boundaries with
cross-caps.

Step 4. Introduction of handles.
The purpose of this step is to convert boundaries of the form aUbVa−1Xb−1Y

to boundaries cdc−1d−1Y XVU containing handles. This is the attempt to group the
handles together, resulting in a sequence that denotes a cell complex of type (I). See
Figure 1.20.

Each time the rewrite rule is applied to the boundary sequence, we introduce a
new edge and its inverse to the polygon, and then cut and paste the same way as we
have described so far. Iteration of this step preserves cross-caps and handles.
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e
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c
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d
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Fig. 1.20 Grouping the handles.

Step 5. Transformation of handles into cross-caps.
At this point, one of the last obstacles to the canonical form is that we may still

have a mixture of handles and cross-caps. If a boundary contains a handle and a
cross-cap, the trick is to convert a handle into two cross-caps. This can be done in a
number of ways. Massey [10] shows how to do this using the fact that the connected
sum of a torus and a Möbius strip is equivalent to the connected sum of a Klein
bottle and a Möbius strip. We prefer to explain how to convert a handle into two
cross-caps using four applications of the cut and paste method using rule (P2) and
its inverse, as presented in Seifert and Threlfall [13] (Section 38).

The first phase is to split a cell as shown in Figure 1.21 (a) into two cells using a
cut along a new edge labeled d and then two glue the resulting new faces along the
two edges labeled c, obtaining the cell showed in Figure 1.21 (b). The second phase
is to split the cell in Figure 1.21 (b) using a cut along a new edge labeled a1 and
then glue the resulting new faces along the two edges labeled b, obtaining the cell
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showed in Figure 1.21 (c). The third phase is to split the cell in Figure 1.22 (c) using
a cut along a new edge labeled a2 and then glue the resulting new faces along the
two edges labeled a, obtaining the cell showed in Figure 1.22 (d). Finally, we split
the cell in Figure 1.22 (d) using a cut along a new edge labeled a3 and then glue
the resulting new faces along the two edges labeled d, obtaining the cell showed in
Figure 1.22 (e).

1

a

b

c

c

a

b

d

(a)

b

d

b

a

d

a

c

a1

(b)

d

ad

a1

a1 a

b a2

(c)

Fig. 1.21 Step 5, phases 1 and 2.

1

d

ad

a1

a1 a

b a2

(c)

d

d

a1

a1 a2

a2

a
a3

(d)

a3

a3

a1

a1 a2

a2

d

(e)

Fig. 1.22 Step 5, phases 3 and 4.

Note that in the cell showed in Figure 1.22 (e), the handle aba−1b−1 and the
cross-cap cc have been replaced by the three consecutive cross-caps, a1a1a2a2a3a3.

Using the above procedure, every compact surface represented as a cell complex
can be reduced to normal form, which proves Theorem 1.1. ut

The next step is to show that distinct normal forms correspond to inequivalent
surfaces, that is, surfaces that are not homeomorphic.

First, it can be shown that the orientability of a surface is preserved by the trans-
formations for reducing to normal form. Second, if two surfaces are homeomorphic,
then they have the same nature of orientability. The difficulty in this step is to define
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properly what it means for a surface to be orientable; this is done in Section 4.5
using the degree of a map in the plane.

Third, we can assign a numerical invariant to every surface, its Euler–Poincaré
characteristic. For a triangulated surface K, if n0 is the number of vertices, n1 is
the number of edges, and n2 is the number of triangles, then the Euler–Poincaré
characteristic of K is defined by

χ(K) = n0−n1 +n2.

Then, we can show that homeomorphic surfaces have the same Euler–Poincaré char-
acteristic and that distinct normal forms with the same type of orientability have dif-
ferent Euler–Poincaré characteristics. It follows that any two distinct normal forms
correspond to inequivalent surfaces. We obtain the following version of the classifi-
cation theorem for compact surfaces:

Theorem 1.2. Two compact surfaces are homeomorphic iff they agree in character
of orientability and Euler–Poincaré characteristic.

Actually, Theorem 1.2 is a special case of a more general theorem applying to
surfaces with boundaries as well (Theorem 6.2). All this will be proved rigorously
in Chapter 6. Proving rigorously that the Euler–Poincaré characteristic is a topolog-
ical invariant of surfaces will require a fair amount of work. In fact, we will have
to define homology groups. In any case, we hope that the informal description of
the reduction to normal form given in this section has raised our reader’s curiosity
enough to entice him to read the more technical development that follows.

To close this introductory chapter, let us go back briefly to surfaces with bound-
aries. Then, there is a well-known nonorientable surface realizable in R3, the Möbius
strip. This surface was discovered independently by Listing [9] (1862) and Möbius
[12] (1865).

The Möbius strip is obtained from the cell complex in Figure 1.23 by gluing the
two edges labeled a together. Observe that this requires a twist by π in order to glue
the two edges labeled a properly.

The resulting surface shown in Figure 1.23 and in Figure 1.24 has a single bound-
ary since the two edges b and c become glued together, unlike the situation where
we do not make a twist when gluing the two edges labeled a, in which case we get
a torus with two distinct boundaries, b and c.

It turns out that if we cut out a small hole into a projective plane we get a Möbius
strip. This fact is nicely explained in Fréchet and Fan [5] (page 42) or Hilbert and
Cohn–Vossen [6] (pages 315-316). It follows that we get a realization of a Möbius
band with a flat boundary if we remove a small disk from a cross-cap. For this
reason, this version of the Möbius strip is often called a cross-cap. Furthermore, the
Klein bottle is obtained by gluing two Möbius strips along their boundaries (See
Figure 1.25). This is shown in Massey [10] using the cut and paste method, see
Chapter 1, Lemma 7.1.
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1

a

a

b c

Fig. 1.23 Left: A Möbius strip (boundary abac). Right: A Möbius strip in R3 (K. Polthier of FU
Berlin).
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A B

B

Fig. 1.24 Construction of a Möbius strip.
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Fig. 1.25 Construction of a Klein bottle from two Möbius strips.
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Chapter 2
Surfaces

2.1 The Quotient Topology

Ultimately, surfaces are viewed as spaces obtained by identifying (or gluing) edges
of plane polygons, and to define this process rigorously, we need the concept of
quotient topology. Beginning with this chapter, we assume that the reader is familar
with basic notions of topology. This chapter is intended as a review of the quotient
construction and is by no means complete. Readers who feel that their background
in topology is insufficient are advised to consult Appendix C (or parts of it). For
more comprehensive expositions, consult Munkres [11], Massey [8, 9], Lee [7],
Amstrong [2], or Kinsey [6].

Definition 2.1. Given any topological space, X , and any set, Y , for any surjective
function, f : X → Y , we define the quotient topology on Y determined by f (also
called the identification topology on Y determined by f ), by requiring a subset, V ,
of Y to be open if f−1(V ) is an open set in X . Given an equivalence relation R on
a topological space X , if π : X → X/R is the projection sending every x ∈ X to its
equivalence class [x] in X/R, the space X/R equipped with the quotient topology
determined by π is called the quotient space of X modulo R. Thus a set, V , of equiv-
alence classes in X/R is open iff π−1(V ) is open in X , which is equivalent to the
fact that

⋃
[x]∈V [x] is open in X .

It is immediately verified that Definition 2.1 defines topologies and that f : X → Y
and π : X → X/R are continuous when Y and X/R are given these quotient topolo-
gies.

� One should be careful that if X and Y are topological spaces and f : X → Y is
a continuous surjective map, Y does not necessarily have the quotient topology

determined by f . Indeed, it may not be true that a subset V of Y is open when f−1(V )
is open. However, this will be true in two important cases.

Definition 2.2. A continuous map, f : X → Y , is an open map (or simply open) if
f (U) is open in Y whenever U is open in X , and similarly, f : X → Y , is a closed
map (or simply closed) if f (F) is closed in Y whenever F is closed in X .

23
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Then, Y has the quotient topology induced by the continuous surjective map f
if either f is open or f is closed. Indeed, if f is open, then assuming that f−1(V )
is open in X , we have f ( f−1(V )) = V open in Y . Now, since f−1(Y −B) = X −
f−1(B), for any subset, B, of Y , a subset, V , of Y is open in the quotient topology iff
f−1(Y −V ) is closed in X . From this, we can deduce that if f is a closed map, then
V is open in Y iff f−1(V ) is open in X .

Among the desirable features of the quotient topology, we would like compact-
ness, connectedness, arcwise connectedness, or the Hausdorff separation property,
to be preserved. Since f : X → Y and π : X → X/R are continuous, by Proposition
C.14, its version for arcwise connectedness, and Proposition C.23, compactness,
connectedness, and arcwise connectedness, are indeed preserved. Unfortunately, the
Hausdorff separation property is not necessarily preserved. Nevertheless, it is pre-
served in some special important cases.

Proposition 2.1. Let X and Y be topological spaces, let f : X → Y be a continuous
surjective map, and assume that X is compact and that Y has the quotient topology
determined by f . Then Y is Hausdorff iff f is a closed map.

Proof. If Y is Hausdorff, because X is compact and f is continuous, since every
closed set F in X is compact, by Proposition C.23, f (F) is compact, and since Y is
Hausdorff, f (F) is closed, and f is a closed map. For the converse, we use Propo-
sition C.20. Since X is Hausdorff, every set, {a}, consisting of a single element,
a ∈ X , is closed, and since f is a closed map, { f (a)} is also closed in Y . Since
f is surjective, every set, {b}, consisting of a single element, b ∈ Y , is closed. If
b1,b2 ∈ Y and b1 6= b2, since {b1} and {b2} are closed in Y and f is continuous,
the sets f−1(b1) and f−1(b2) are closed in X and thus compact and by Proposition
C.20, there exists some disjoint open sets U1 and U2 such that f−1(b1) ⊆U1 and
f−1(b2)⊆U2. Since f is closed, the sets f (X −U1) and f (X −U2) are closed, and
thus the sets

V1 = Y − f (X−U1)

V2 = Y − f (X−U2)

are open, and it is immediately verified that V1∩V2 = /0, b1 ∈V1, and b2 ∈V2. This
proves that Y is Hausdorff. ut

Remark: Under the hypotheses of Proposition 2.1, it is straighforward to show that
another equivalent condition for Y being Hausdorff is that

{(x1,x2) ∈ X×X | f (x1) = f (x2)}

is closed in X×X ; see Massey [8].
Another useful proposition deals with subspaces and the quotient topology.

Proposition 2.2. Let X and Y be topological spaces, let f : X → Y be a continuous
surjective map, and assume that Y has the quotient topology determined by f . If A



2.2 Surfaces: A Formal Definition 25

is a closed subset (resp. open subset) of X and f is a closed map (resp. is an open
map), then B = f (A) has the same topology considered as a subspace of Y or as
having the quotient topology induced by f .

Proof. Assume that A is open and that f is an open map. Assuming that B = f (A)
has the subspace topology, which means that the open sets of B are the sets of the
form B∩U , where U ⊆Y is an open set of Y , because f is open, B is open in Y , and
it is immediate that f |A : A→B is an open map. But then, by a previous observation,
B has the quotient topology induced by f . The proof when A is closed and f is a
closed map is similar. ut

We now define (abstract) surfaces.

2.2 Surfaces: A Formal Definition

Intuitively, what distinguishes a surface from an arbitrary topological space is that a
surface has the property that for every point on the surface, there is a small neighbor-
hood that looks like a little planar region. More precisely, a surface is a topological
space that can be covered by open sets that can be mapped homeomorphically onto
open sets of the plane. Given such an open set, U , on the surface, S, there is an
open set, Ω , of the plane, R2, and a homeomorphism, ϕ : U →Ω . The pair, (U,ϕ),
is usually called a coordinate system or chart, of S, and ϕ−1 : Ω → U is called
a parametrization of U . We can think of the maps, ϕ : U → Ω , as defining small
planar maps of small regions on S similar to geographical maps. This idea can be
extended to higher dimensions and leads to the notion of a topological manifold.

Definition 2.3. For any m ≥ 1, a (topological) m-manifold is a second-countable,
Hausdorff, topological space, M, together with an open cover, (Ui)i∈I , and a family,
(ϕi)i∈I , of homeomorphisms, ϕi : Ui → Ωi, where each Ωi is some open subset of
Rm. Each pair, (Ui,ϕi), is called a coordinate system or chart (or local chart) of
M, each homeomorphism, ϕi : Ui→ Ωi, is called a coordinate map and its inverse,
ϕ
−1
i : Ωi → Ui, is called a parametrization of Ui. For any point, p ∈ M, for any

coordinate system, (U,ϕ), with ϕ : U → Ω , if p ∈ U , we say that (Ω ,ϕ−1) is a
parametrization of M at p. The family, (Ui,ϕi)i∈I , is often called an atlas for M. A
(topological) surface is a connected 2-manifold.

Remarks:

(1) The terminology is not universally agreed upon. For example, some authors (in-
cluding Fulton [4]) call the maps ϕ

−1
i : Ωi→Ui charts! Always check the direc-

tion of the homeomorphisms involved in the definition of a manifold (from M to
Rm or the other way around).

(2) Some authors define a surface as a 2-manifold, i.e., they do not require a surface
to be connected. Following Ahlfors and Sario [1], we find it more convenient to
assume that surfaces are connected.
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(3) According to Definition 2.3, m-manifolds (or surfaces) do not have any differ-
ential structure. This is usually emphasized by calling such objects topological
m-manifolds (or topological surfaces). Rather than being pedantic, until specified
otherwise, we will simply use the term m-manifold (or surface). A 1-manifold is
also called a curve.

One may wonder whether it is possible that a topological manifold M be both
an m-manifold and an n-manifold for m 6= n. For example, could a surface also be
a curve? Fortunately, for connected manifolds, this is not the case. By a deep theo-
rem of Brouwer (the invariance of dimension theorem, see Munkres [10], Theorem
36.5), it can be shown that a connected m-manifold is not an n-manifold for n 6= m.

Some readers many find the definition of a surface quite abstract. Indeed, the
definition does not assume that a surface is a subspace of any given ambient space,
say Rn, for some n. Perhaps, such surfaces should be called “abstract surfaces”. In
fact, it can be shown that every surface is a smooth 2-manifold and that every smooth
2-manifold can be embedded in R4 (see Hirsch [5], Section 1.3). This is somewhat
annoying since R4 is hard to visualize! Fortunately, all orientable surfaces can be
embedded in R3 (see do Carmo [3]). Unfortunately, as we mentioned in Section
1.2, there are nonorientable surfaces, such as RP2 (or the Klein bottle), that can’t be
embedded in R3.

However, it is not necessary to use these embeddings to understand the topo-
logical structure of surfaces. In fact, when it comes to higher-order manifolds (m-
manifolds for m≥ 3), and such manifolds do arise naturally in mechanics, robotics
and computer vision, even though it can be shown that an m-manifold can be em-
bedded in R2m+1 (a theorem due to Whitney, see Hirsch [5], Chapters 1 and 2), this
usually does not help in understanding its structure. In the case m = 1 (curves), it is
not too difficult to prove that a 1-manifold is homeomorphic to either a circle or an
open line segment (interval).

Since an m-manifold, M, has an open cover of sets homeomorphic with open
sets of Rm, an m-manifold is locally arcwise connected and locally compact. By
Theorem C.1, the connected components of an m-manifold are arcwise connected
and, in particular, a surface is arcwise connected.

An open subset, U , on a surface, S, is called a Jordan region if its closure, U ,
can be mapped homeomorphically onto a closed disk of R2 in such a way that U
is mapped onto the open disk, and thus, that the boundary of U is mapped home-
omorphically onto the circle, the boundary of the open disk. This means that the
boundary of U is a Jordan curve. Since every point in an open set of the plane R2 is
the center of a closed disk contained in that open set, we note that every surface has
an open cover by Jordan regions.

Triangulations are a fundamental tool to obtain a deep understanding of the topol-
ogy of surfaces. Roughly speaking, a triangulation of a surface is a way of cutting
up the surface into triangular regions such that these triangles are the images of
triangles in the plane and the edges of these planar triangles form a graph with cer-
tain properties. To formulate this notion precisely, we need to define simplices and
simplicial complexes. This can be done in the context of any affine space.
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Chapter 3
Simplices, Complexes, and Triangulations

3.1 Simplices and Complexes

As explained in Section 1.2, every surface can be triangulated. This is a key in-
gredient in the proof of the classification theorem. Informally, a triangulation is a
collection of triangles satisfying certain adjacency conditions. To give a rigorous
definition of a triangulation it is helpful to define the notion of a simplex and of a
simplicial complex. It does no harm to define these notions in any dimension.

We assume some familiarity with affine spaces. If not, the reader should consult
Munkres [3] (Chapter 1, Section 1), Rotman [4] (Chapter 2), or Gallier [2] (Chapter
2). The basic idea is that an affine space is a vector space without a prescribed
origin. So, properties of affine spaces are invariant not only under linear maps but
also under translations.

Recall that if E is an affine space, for every two points, a,b∈ E , there is a unique
vector, ab (in the vector space associated with E ), so that

b = a+ab.

Given n+ 1 points, a0,a1, . . . ,an ∈ E , these points are affinely independent iff the
n vectors, (a0a1, . . . ,a0an), are linearly independent. Note that Munkres uses the
terminology geometrically independent instead of affinely independent. Given any
sequence of n points a1, . . . ,an in an affine space E , an affine combination of these
points is a linear combination

λ1a1 + · · ·+λnan,

with λi ∈ R, and with the restriction that

λ1 + · · ·+λn = 1. (∗)

29
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Condition (∗) ensures that an affine combination does not depend on the choice of
an origin. An affine combination is a convex combination if the scalars λi satisfy
the extra conditions λi ≥ 0, in addition to λ1 + · · ·+λn = 1.

If we pick any point a in E as an origin, then the affine space E is in bijection
with the vector space consisting of all vectors of the form ab for all b ∈ E . We
often use this fact to define objects or to define maps in affine spaces using the
definition of objects or maps already known in the context of vector spaces. When
the vector space, Rn, is viewed as an affine space, it is denoted An. A simplex is just
the convex hull of a finite number of affinely independent points, but we also need
to define faces, the boundary, and the interior, of a simplex.

Definition 3.1. Let E be any normed affine space. Given any n+ 1 affinely inde-
pendent points, a0, . . . ,an in E , the n-simplex (or simplex) σ defined by a0, . . . ,an
is the convex hull of the points a0, . . . ,an, that is, the set of all convex combinations
λ0a0 + · · ·+λnan, where λ0 + · · ·+λn = 1, and λi ≥ 0 for all i, 0 ≤ i ≤ n. We call
n the dimension of the n-simplex σ , and the points a0, . . . ,an are the vertices of
σ . Given any subset {ai0 , . . . ,aik} of {a0, . . . ,an} (where 0 ≤ k ≤ n), the k-simplex
generated by ai0 , . . . ,aik is called a face of σ . A face s of σ is a proper face if s 6= σ

(we agree that the empty set is a face of any simplex). For any vertex ai, the face
generated by a0, . . . ,ai−1,ai+1, . . . ,an (i.e., omitting ai) is called the face opposite
ai. Every face which is a (n−1)-simplex is called a boundary face. The union of the
boundary faces is the boundary of σ , denoted as ∂σ , and the complement of ∂σ in
σ is the interior

◦
σ = σ −∂σ of σ . The interior

◦
σ of σ is sometimes called an open

simplex.

It should be noted that for a 0-simplex consisting of a single point {a0}, ∂{a0}=
/0, and

◦
{a0}= {a0}. Of course, a 0-simplex is a single point, a 1-simplex is the

line segment (a0,a1), a 2-simplex is a triangle (a0,a1,a2) (with its interior), and a
3-simplex is a tetrahedron (a0,a1,a2,a3) (with its interior), as illustrated in Figure
3.1.

We now state a number of properties of simplices whose proofs are left as an
exercise. Clearly, a point x belongs to the boundary ∂σ of σ iff at least one of its
barycentric coordinates (λ0, . . . ,λn) is zero, and a point x belongs to the interior

◦
σ

of σ iff all of its barycentric coordinates (λ0, . . . ,λn) are positive, i.e., λi > 0 for all
i,0 ≤ i ≤ n. Then, for every x ∈ σ , there is a unique face s such that x ∈ ◦s, the face
generated by those points ai for which λi > 0, where (λ0, . . . ,λn) are the barycentric
coordinates of x.

A simplex σ is convex, arcwise connected, compact, and closed. The interior
◦
σ

of a simplex is convex, arwise connected, open, and σ is the closure of
◦
σ .

For the last property, we recall the following definitions. The unit n-ball Bn is the
set of points in An such that x2

1 + · · ·+ x2
n ≤ 1. The unit n-sphere Sn−1 is the set of

points in An such that x2
1 + · · ·+ x2

n = 1. Given a point a ∈ An and a nonnull vector
u∈Rn, the set of all points {a+λu | λ ≥ 0} is called a ray emanating from a. Then,
every n-simplex is homeomorphic to the unit ball Bn, in such a way that its boundary
∂σ is homeomorphic to the n-sphere Sn−1.



3.1 Simplices and Complexes 31 1

a0

a0 a1

a0 a1

a2

a0

a3

a2

a1

Fig. 3.1 Examples of simplices.

We will prove a slightly more general result about convex sets, but first, we need
a simple proposition.

Proposition 3.1. Given a normed affine space E , for any nonempty convex set C,
the topological closure C of C is also convex. Furthermore, if C is bounded, then C
is also bounded.

The proof of Proposition 3.1 is given in Note F.3.
The following proposition shows that topologically, closed, bounded, convex sets

in An are equivalent to closed balls. We will need this proposition in dealing with
triangulations.

Proposition 3.2. If C is any nonempty bounded and convex open set in An, for any
point a ∈C, any ray emanating from a intersects ∂C =C−C in exactly one point.
Furthermore, there is a homeomorphism of C onto the (closed) unit ball Bn, which
maps ∂C onto the n-sphere Sn−1.

The proof of Proposition 3.2 is given in Note F.4.

Remark: It is useful to note that the second part of the proposition proves that if
C is a bounded convex open subset of An, then any homeomorphism g : Sn−1→ ∂C
can be extended to a homeomorphism h : Bn → C. By Proposition 3.2, we obtain
the fact that if C is a bounded convex open subset of An, then any homeomorphism
g : ∂C→ ∂C can be extended to a homeomorphism h : C→ C. We will need this
fact later on (dealing with triangulations).
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We now need to put simplices together to form more complex shapes. Following
Ahlfors and Sario [1], we define abstract complexes and their geometric realizations.
This seems easier than defining simplicial complexes directly, as for example, in
Munkres [3].

Definition 3.2. An abstract complex (for short complex) is a pair, K = (V,S ), con-
sisting of a (finite or infinite) nonempty set V of vertices, together with a family S
of finite subsets of V called abstract simplices (for short simplices), and satisfying
the following conditions:

(A1) Every x ∈ V belongs to at least one and at most a finite number of simplices in
S .

(A2) Every subset of a simplex σ ∈S is also a simplex in S .

If σ ∈ S is a nonempty simplex of n+ 1 vertices, then its dimension is n, and it
is called an n-simplex. A 0-simplex {x} is identified with the vertex x ∈ V . The
dimension of an abstract complex is the maximum dimension of its simplices if
finite, and ∞ otherwise.

We will use the abbreviation complex for abstract complex, and simplex for ab-
stract simplex. Also, given a simplex s ∈S , we will often use the abuse of notation
s ∈ K. The purpose of condition (A1) is to insure that the geometric realization of
a complex is locally compact. Recall that given any set I, the real vector space R(I)

freely generated by I is defined as the subset of the cartesian product RI consisting
of families (λi)i∈I of elements of R with finite support (where RI denotes the set
of all functions from I to R). Then, every abstract complex (V,S ) has a geometric
realization as a topological subspace of the normed vector space R(V ). Obviously,
R(I) can be viewed as a normed affine space (under the norm ‖x‖ = maxi∈I{xi})
denoted as A(I).

Definition 3.3. Given an abstract complex, K = (V,S ), its geometric realization
(also called the polytope of K = (V,S )) is the subspace Kg of A(V ) defined as fol-
lows: Kg is the set of all families λ = (λa)a∈V with finite support, such that:

(B1) λa ≥ 0, for all a ∈V ;
(B2) The set {a ∈V | λa > 0} is a simplex in S ;
(B3) ∑a∈V λa = 1.

For every simplex s ∈S , we obtain a subset sg of Kg by considering those fam-
ilies λ = (λa)a∈V in Kg such that λa = 0 for all a /∈ s. Then, by (B2), we note that

Kg =
⋃

s∈S
sg.

It is also clear that for every n-simplex s, its geometric realization sg can be identified
with an n-simplex in An.

Figure 3.2 illustrates the definition of a complex. For clarity, the two triangles (2-
simplices) are drawn as disjoint objects even though they share the common edge,
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Fig. 3.2 A set of simplices forming a complex.

(v2,v3) (a 1-simplex) and similarly for the edges that meet at some common vertex.

The geometric realization of the complex from Figure 3.2 is shown in Figure 3.3.

1

v1

v2

v3

v4

Fig. 3.3 The geometric realization of the complex of Figure 3.2.

1

Fig. 3.4 Collections of simplices not forming a complex.
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Some collections of simplices violating some of the conditions of Definition 3.2
are shown in Figure 3.4. On the left, the intersection of the two 2-simplices is neither
an edge nor a vertex of either triangle. In the middle case, two simplices meet along
an edge which is not an edge of either triangle. On the right, there is a missing edge
and a missing vertex.

Some geometric realizations of “legal” complexes are shown in Figure 3.5.
1

Fig. 3.5 Examples of geometric realizations of complexes.

Note that distinct complexes may have the same geometric realization. In fact,
all the complexes obtained by subdividing the simplices of a given complex yield
the same geometric realization.

Given a vertex a ∈V , we define the star of a, denoted as St a, as the finite union
of the interiors

◦
sg of the geometric simplices sg such that a ∈ s. Clearly, a ∈ St a.

The closed star of a, denoted as St a, is the finite union of the geometric simplices
sg such that a ∈ s.

We define a topology on Kg by defining a subset F of Kg to be closed if F ∩ sg is
closed in sg for all s ∈S . It is immediately verified that the axioms of a topological
space are indeed verified. Actually, we can find a nice basis for this topology, as
shown in the next proposition.

Proposition 3.3. The family of subsets U of Kg such that U∩sg = /0 for all by finitely
many s ∈S , and such that U ∩ sg is open in sg when U ∩ sg 6= /0, forms a basis of
open sets for the topology of Kg. For any a ∈ V , the star St a of a is open, the
closed star St a is the closure of St a and is compact, and both St a and St a are
arcwise connected. The space Kg is locally compact, locally arcwise connected, and
Hausdorff.

The proof of Proposition 3.3 is given in Note F.5. We also observe that for any
two simplices s1,s2 of S , we have

(s1∩ s2)g = (s1)g∩ (s2)g.
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We say that a complex K = (V,S ) is connected if it is not the union of two
complexes (V1,S1) and (V2,S2), where V = V1 ∪V2 with V1 and V2 disjoint, and
S = S1 ∪S2 with S1 and S2 disjoint. The next proposition shows that a con-
nected complex contains countably many simplices. This is an important fact, since
it implies that if a surface can be triangulated, then its topology must be second-
countable.

Proposition 3.4. If K = (V,S ) is a connected complex, then S and V are count-
able.

The proof of Proposition 3.4 is given in Note F.6.

3.2 Triangulations

We now return to surfaces and define the notion of triangulation. Triangulations are
special kinds of complexes of dimension 2, which means that the simplices involved
are points, line segments, and triangles.

Definition 3.4. Given a surface, M, a triangulation of M is a pair (K,σ) consisting
of a 2-dimensional complex K = (V,S ) and of a map σ : S → 2M assigning a
closed subset σ(s) of M to every simplex s∈S , satisfying the following conditions:

(C1) σ(s1∩ s2) = σ(s1)∩σ(s2), for all s1,s2 ∈S .
(C2) For every s ∈S , there is a homeomorphism ϕs from the geometric realization sg

of s to σ(s), such that ϕs(s′g) = σ(s′), for every s′ ⊆ s.
(C3)

⋃
s∈S σ(s) = M, that is, the sets σ(s) cover M.

(C4) For every point x∈M, there is some neighborhood of x which meets only finitely
many of the σ(s).

If (K,σ) is a triangulation of M, we also refer to the map σ : S → 2M as a
triangulation of M and we also say that K is a triangulation σ : S → 2M of M. As
expected, given a triangulation (K,σ) of a surface M, the geometric realization Kg
of K is homeomorphic to the surface M, as shown by the following proposition.

Proposition 3.5. Given any triangulation σ : S → 2M of a surface M, there is a
homeomorphism h : Kg→M from the geometric realization Kg of the complex K =
(V,S ) onto the surface M, such that each geometric simplex sg is mapped onto
σ(s).

Proof. Obviously, for every vertex x ∈ V , we let h(xg) = σ(x). If s is a 1-simplex,
we define h on sg using any of the homeomorphisms whose existence is asserted by
(C1). Having defined h on the boundary of each 2-simplex s, we need to extend h
to the entire 2-simplex s. However, by (C2), there is some homeomorphism ϕ from
sg to σ(s), and if it does not agree with h on the boundary of sg, which is a triangle,
by the remark after Proposition 3.2, since the restriction of ϕ−1 ◦h to the boundary
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of sg is a homeomorphism, it can be extended to a homeomorphism ψ of sg into
itself, and then ϕ ◦ψ is a homeomorphism of sg onto σ(s) that agrees with h on the
boundary of sg. This way, h is now defined on the entire Kg. Given any closed set F
in M, for every simplex s ∈S ,

h−1(F)∩ sg = h−1|sg(F),

where h−1|sg(F) is the restriction of h to sg, which is continuous by construction,
and thus, h−1(F)∩ sg is closed for all s ∈ S , which shows that h is continuous.
The map h is injective because of (C1), surjective because of (C3), and its inverse is
continuous because of (C4). Thus, h is indeed a homeomorphism mapping sg onto
σ(s). ut

Figure 3.6 shows a triangulation of the sphere.
1

d

d d

a b

c

Fig. 3.6 A triangulation of the sphere.

The geometric realization of the above triangulation is obtained by pasting to-
gether the pairs of edges labeled (a,d), (b,d), (c,d). The geometric realization is a
tetrahedron.

Figure 3.7 shows a triangulation of a surface called a torus.
The geometric realization of the above triangulation is obtained by pasting to-

gether the pairs of edges labeled (a,d), (d,e), (e,a), and the pairs of edges labeled
(a,b), (b,c), (c,a).

Figure 3.8 shows a triangulation of a surface called the projective plane.
The geometric realization of the above triangulation is obtained by pasting to-

gether the pairs of edges labeled (a, f ), ( f ,e), (e,d), and the pairs of edges labeled
(a,b), (b,c), (c,d). This time, the gluing requires a “twist”, since the the paired
edges have opposite orientation. Visualizing this surface in A3 is actually nontrivial.

Figure 3.9 shows a triangulation of a surface called the Klein bottle.
The geometric realization of the above triangulation is obtained by pasting to-

gether the pairs of edges labeled (a,d), (d,e), (e,a), and the pairs of edges labeled
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Fig. 3.7 A triangulation of the torus.
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Fig. 3.8 A triangulation of the projective plane.

(a,b), (b,c), (c,a). Again, some of the gluing requires a “twist”, since some paired
edges have opposite orientation. Visualizing this surface in A3 not too difficult, but
self-intersection cannnot be avoided.

We are now going to state a proposition characterizing the complexes K that cor-
respond to triangulations of surfaces. The following notational conventions will be
used: vertices (or nodes, i.e., 0-simplices) will be denoted as α , edges (1-simplices)
will be denoted as a, and triangles (2-simplices) will be denoted as A. We will also
denote an edge as a = (α1α2), and a triangle as A = (a1a2a3), or as A = (α1α2α3),
when we are interested in its vertices. For the moment, we do not care about the
order.
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Fig. 3.9 A triangulation of the Klein bottle.

Proposition 3.6. A 2-complex K = (V,S ) is a triangulation σ : S → 2M of the
surface M = Kg such that σ(s) = sg for all s ∈S iff the following properties hold:

(D1) Every edge a is contained in exactly two triangles A.
(D2) For every vertex α , the edges a and triangles A containing α can be arranged as

a cyclic sequence a1,A1,a2,A2, . . . ,Am−1,am,Am, in the sense that ai = Ai−1∩Ai
for all i, 2≤ i≤ m, and a1 = Am∩A1, with m≥ 3.

(D3) K is connected, in the sense that it cannot be written as the union of two disjoint
nonempty complexes.

The proof of Proposition 3.6 is given in Note F.7.
A 2-complex K which satisfies the conditions of Proposition 3.6 will be called

a triangulated complex and its geometric realization is called a polyhedron. Thus,
triangulated complexes are the complexes that correspond to triangulated surfaces.
Actually, we show in Appendix E that every surface admits some triangulation, and
thus the class of geometric realizations of the triangulated complexes is the class of
all surfaces. We now give a quick presentation of homotopy, the fundamental group,
and homology groups.
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Chapter 4
The Fundamental Group, Orientability

4.1 The Fundamental Group

If we want to somehow classify surfaces, we have to deal with the issue of deciding
when we consider two surfaces to be equivalent. It seems reasonable to treat home-
omorphic surfaces as equivalent, but this leads to the problem of deciding when two
surfaces are not homeomorphic, which is a very difficult problem. One way to ap-
proach this problem is to forget some of the topological structure of a surface and
look for more algebraic objects that can be associated with a surface. For example,
we can consider closed curves on a surface, and see how they can be deformed. It
is also fruitful to give an algebraic structure to appropriate sets of closed curves on
a surface, for example, a group structure. Two important tools for studying surfaces
were invented by Poincaré, the fundamental group, and the homology groups. In
this section, we take a look at the fundamental group.

Fig. 4.1 Henri Poincaré, 1854–1912.

Roughly speaking, given a topological space E and some chosen point a ∈ E, a
group π(E,a) called the fundamental group of E based at a is associated with (E,a),
and to every continuous map f : (X ,x)→ (Y,y) such that f (x) = y, is associated
a group homomorphism f∗ : π(X ,x)→ π(Y,y). Thus, certain topological questions
about the space E can be translated into algebraic questions about the group π(E,a).

39
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This is the paradigm of algebraic topology. In this section, we will focus on the
concepts rather than delve into technical details. For a thorough presentation of the
fundamental group and related concepts, the reader is referred to Massey [6, 7],
Munkres [8], Bredon [2], Hatcher [5], Dold [3], Fulton [4] and Rotman [9]. We also
recommend Sato [10] for an informal and yet very clear presentation.

The intuitive idea behind the fundamental group is that closed paths on a sur-
face reflect some of the main topological properties of the surface. First, recall the
definition of a path.

Definition 4.1. Given a topological space, E, a path (or curve) is any continuous
map γ : [0,1]→ E. The point a = γ(0) is the initial point of γ and the point b = γ(1)
is the final point (or terminal point) of γ . A path is closed if a = γ(0) = γ(1) = b.
A path γ is simple (or a Jordan path or an arc) if γ is injective. A closed path is

simple (or a closed Jordan path) if γ is injective on [0,1).

The idea behind a Jordan curve is that it has no self-intersections. Because the
unit interval [0,1] is compact and a path γ is continuous, a Jordan path is a homeo-
morphism of [0,1] onto its image and a closed Jordan path is a homeomorphim of
the unit circle onto its image.

The idea of using paths to capture some of the topological properties of the sur-
face actually applies to any topological space E. Let us choose some point a in E
(a base point), and consider all closed paths γ : [0,1]→ E based at a, that is, such
that γ(0) = γ(1) = a. We can compose closed paths γ1,γ2 based at a, and consider
the inverse γ−1 of a closed path, but unfortunately, the operation of composition of
closed paths is not associative, and γγ−1 is not the identity in general. In order to
obtain a group structure, we define a notion of equivalence of closed paths under
continuous deformations. Actually, such a notion can be defined for any two paths
with the same origin and extremity, and even for continuous maps.

Definition 4.2. Given any two paths γ1 : [0,1]→ E and γ2 : [0,1]→ E with the same
intial point a and the same final point b, i.e., such that γ1(0) = γ2(0) = a, and γ1(1) =
γ2(1) = b, a map F : [0,1]× [0,1]→ E is a path-homotopy between γ1 and γ2 if F is
continuous, and if

F(t,0) = γ1(t),

F(t,1) = γ2(t),

for all t ∈ [0,1], and

F(0,u) = a,

F(1,u) = b,

for all u ∈ [0,1]. In this case, we say that γ1 and γ2 are path homotopic (or simply,
homotopic) and this is denoted by γ1 ≈ γ2.

Given any two continuous maps f1 : X → Y and f2 : X → Y between two topo-
logical spaces X and Y , a map F : X × [0,1]→ Y is a homotopy between f1 and f2
if F is continuous and if
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F(t,0) = f1(t),

F(t,1) = f2(t),

for all t ∈ X . We say that f1 and f2 are homotopic, and this is denoted by f1 ' f2.

a b

γ1

γ2

Fig. 4.2 A path homotopy between γ1 and γ2.

Intuitively, a path homotopy F between two paths γ1 and γ2 from a to b is a
continuous family of paths F(t,u) from a to b, giving a deformation of the path γ1
into the path γ2, and leaving the endpoints a and b fixed, as illustrated in Figure
4.2. Similarly, a homotopy between two continuous maps f1 and f2 is a continuous
family of maps ft giving a deformation of f1 into f2. However, this time, we do not
require that f1, f2, and ft have the same value for some prescribed subset of X .

It is easily shown that path homotopy is an equivalence relation on the set of
paths from a to b. Let us show transitivity, leaving symmetry as an exercise (if you
are stuck, see Munkres [8], Chapter 8, Section 1). If γ1≈ γ2 and γ2≈ γ3 then we have
some homotopies F1 : [0,1]× [0,1]→ E between γ1 and γ2, and F2 : [0,1]× [0,1]→
E between γ2 and γ3. If we define G : [0,1]× [0,1]→ E such that

G(t,u) =
{

F1(t,2u) if 0≤ u≤ 1
2 ,

F2(t,2u−1) if 1
2 ≤ u≤ 1,

then we see that it is well defined because for u = 1/2 we have

F1(t,1) = γ2(t) = F2(t,0),

and one can easily check that G is a homotopy between γ1 and γ3.
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A simple example of path homotopy is given by reparameterizations. A con-
tinuous nondecreasing function τ : [0,1]→ [0,1] such that τ(0) = 0 and τ(1) = 1 is
called a reparameterization. Then, given a path γ : [0,1]→E, the path γ ◦τ : [0,1]→
E is homotopic to γ : [0,1]→ E, under the path homotopy

(t,u) 7→ γ((1−u)t +uτ(t)).

As another example, any two continuous maps f1 : X → A2 and f2 : X → A2 with
range the affine plane A2 are homotopic under the homotopy defined such that

F(t,u) = (1−u) f1(t)+u f2(t).

However, if we remove the origin from the plane A2, we can find two paths γ1 and
γ2 in A2−{(0,0)}, from (−1,0) to (1,0) that are not homotopic. For example, we
can consider the upper half unit circle, and the lower half unit circle. The problem
is that the “hole” created by the missing origin prevents continuous deformation of
one path into the other. Thus, we should expect that homotopy classes of closed
paths on a surface contain information about the presence or absence of “holes” in
a surface.

If the final point of a path γ1 is equal to the initial point of a path γ2, then these
path can be concatenated. We can also define the inverse of a path.

Definition 4.3. Given any two paths γ1 : [0,1] → E and γ2 : [0,1] → E such that
γ1(1) = γ2(0), the concatenation γ1γ2 of γ1 and γ2 is the path given by

(γ1γ2)(t) =
{

γ1(2t) 0≤ t ≤ 1
2 ,

γ2(2t−1) 1
2 ≤ t ≤ 1.

The inverse γ−1 of a path γ : [0,1]→ E is the path given by

γ
−1(t) = γ(1− t), 0≤ t ≤ 1.

It is easily verified that if γ1 ≈ γ ′1 and γ2 ≈ γ ′2, then γ1γ2 ≈ γ ′1γ ′2, and that γ
−1
1 ≈

γ
′−1
1 ; see Massey [6] or Munkres [8]. Thus, it makes sense to define the composition

and the inverse of homotopy classes.

Definition 4.4. Given any topological space, E, for any choice of a point a ∈ E (a
base point), the fundamental group (or Poincaré group), π(E,a), at the base point a
is the set of homotopy classes of closed paths, γ : [0,1]→E, such that γ(0) = γ(1) =
a, under the multiplication operation, [γ1][γ2] = [γ1γ2], induced by the composition
of closed paths based at a.

One actually needs to prove that the above multiplication operation is associative,
has the homotopy class of the constant path equal to a as an identity, and that the
inverse of the homotopy class [γ] is the class [γ−1]. The first two properties are left
as an exercise, and the third property uses the homotopy
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F(t,u) =

γ(2t) if 0≤ t ≤ u/2;
γ(u) if u/2≤ t ≤ 1−u/2;
γ(2−2t) if 1−u/2≤ t ≤ 1.

For details, see Massey [6] or Munkres [8].
As defined, the fundamental group depends on the choice of a base point. Let

us now assume that E is arcwise connected (which is the case for surfaces). Let
a and b be any two distinct base points. Since E is arcwise connected, there is
some path α from a to b. Then, to every closed path γ based at a corresponds a
closed path γ ′ = α−1γα based at b. It is easily verified that this map induces a
homomorphism ϕ : π(E,a)→ π(E,b) between the groups π(E,a) and π(E,b). The
path α−1 from b to a induces a homomorphism ψ : π(E,b)→ π(E,a) between the
groups π(E,b) and π(E,a). Now, it is immediately verified that ϕ ◦ψ and ψ ◦ϕ are
both the identity, which shows that the groups π(E,a) and π(E,b) are isomorphic.

Thus, when the space E is arcwise connected, the fundamental groups π(E,a)
and π(E,b) are isomorphic for any two points a,b ∈ E.

Remarks:

(1) The isomorphism ϕ : π(E,a)→ π(E,b) is not canonical, that is, it depends on
the chosen path α from a to b.

(2) In general, the fundamental group π(E,a) is not commutative.

When E is arcwise connected, we allow ourselves to refer to any of the isomor-
phic groups π(E,a) as the fundamental group of E, and we denote any of these
groups by π(E).

The fundamental group, π(E,a), is in fact one of several homotopy groups,
πn(E,a), associated with a space, E, and π(E,a) is often denoted by π1(E,a). How-
ever, we won’t have any use for the more general homotopy groups.

If E is an arcwise connected topological space, it may happen that some funda-
mental group, π(E,a), is reduced to the trivial group, {1}, consisting of the identity
element. It is straighforward to show that this is equivalent to the fact that for any
two points a,b ∈ E, any two paths from a to b are homotopic, and thus the funda-
mental groups, π(E,a), are trivial for all a ∈ E. This is an important case, which
motivates the following definition.

Definition 4.5. A topological space E is simply-connected if it is arcwise connected
and for every a∈ E, the fundamental group π(E,a) is the trivial one-element group.

For example, the plane and the sphere are simply connected, but the torus is not
simply connected (due to its hole).

We now show that a continuous map between topological spaces (with base
points) induces a homomorphism of fundamental groups. Given two topological
spaces X and Y , given a base point x in X and a base point y in Y , for any continu-
ous map f : (X ,x)→ (Y,y) such that f (x) = y, we can define a map f∗ : π(X ,x)→
π(Y,y) as follows:

f∗([γ]) = [ f ◦ γ],
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for every homotopy class [γ] ∈ π(X ,x), where γ : [0,1]→ X is a closed path based
at x.

It is easily verified that f∗ is well defined, that is, does not depend on the
choice of the closed path γ in the homotopy class [γ]. It is also easily verified that
f∗ : π(X ,x)→ π(Y,y) is a homomorphism of groups. The map f 7→ f∗ also has the
following important two properties. For any two continuous maps f : (X ,x)→ (Y,y)
and g : (Y,y)→ (Z,z), such that f (x) = y and g(y) = z, we have

(g◦ f )∗ = g∗ ◦ f∗,

and if Id : (X ,x)→ (X ,x) is the identity map, then Id∗ : π(X ,x)→ π(X ,x) is the
identity homomorphism.

As a consequence, if f : (X ,x)→ (Y,y) is a homeomorphism such that f (x) = y,
then f∗ : π(X ,x)→ π(Y,y) is a group isomorphism. This gives us a way of proving
that two spaces are not homeomorphic: show that for some appropriate base points
x ∈ X and y ∈ Y , the fundamental groups π(X ,x) and π(Y,y) are not isomorphic.

In general, it is difficult to determine the fundamental group of a space. We will
determine the fundamental group of An and of the punctured plane. For this, we
need the concept of the winding number of a closed path in the plane.

4.2 The Winding Number of a Closed Plane Curve

Consider a closed path, γ : [0,1]→ A2, in the plane, and let z0 be a point not on γ .
In what follows, it is convenient to identify the plane A2 with the set C of complex
numbers. We wish to define a number, n(γ,z0), which counts how many times the
closed path γ winds around z0, counting a counterclockwise rotation as positive, and
a clockwise rotation as negative.

We claim that there is some real number ρ > 0 such that |γ(t)− z0| > ρ for all
t ∈ [0,1]. If not, then for every integer n ≥ 0, there is some tn ∈ [0,1] such that
|γ(tn)− z0| ≤ 1/n. Since [0,1] is compact, the sequence (tn) has some convergent
subsequence (tnp) having some limit l ∈ [0,1]. But then, by continuity of γ , we
have γ(l) = z0, contradicting the fact that z0 is not on γ . Now, again since [0,1]
is compact and γ is continuous, γ is actually uniformly continuous. Thus, there is
some ε > 0 such that |γ(t)− γ(u)| ≤ ρ for all t,u ∈ [0,1], with |u− t| ≤ ε . Letting
n be the smallest integer such that nε > 1, and letting ti = i/n, for 0≤ i≤ n, we get
a subdivision of [0,1] into subintervals, [ti, ti+1], such that |γ(t)− γ(ti)| ≤ ρ for all
t ∈ [ti, ti+1], with 0≤ i≤ n−1.

For every i,0≤ i≤ n−1, if we let

wi =
γ(ti+1)− z0

γ(ti)− z0
,

it is immediately verified that |wi−1|< 1, and thus, wi has a positive real part. Thus,
there is a unique angle, θi, with −π

2 < θi <
π

2 , such that wi = λi(cosθi + isinθi),
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where λi > 0. Furthermore, because γ is a closed path,

n−1

∏
i=0

wi =
n−1

∏
i=0

γ(ti+1)− z0

γ(ti)− z0
=

γ(tn)− z0

γ(t0)− z0
=

γ(1)− z0

γ(0)− z0
= 1,

and the angle ∑θi is an integral multiple of 2π . Thus, for every subdivision of [0,1]
into intervals [ti, ti+1] such that |wi−1|< 1, with 0≤ i≤ n−1, we define the winding
number, n(γ,z0), or index, of γ with respect to z0, as

n(γ,z0) =
1

2π

i=n−1

∑
i=0

θi.

Figure 4.3 shows a closed path and the winding numbers with respect to the nodes
located where these winding numbers are shown.

−1 −2

0

1

0 −1 0

1

0

Fig. 4.3 A closed path and some winding numbers.

Actually, in order for n(γ,z0) to be well defined, we need to show that it does
not depend on the subdivision of [0,1] into intervals [ti, ti+1] (such that |wi− 1| <
1). Since any two subdivisions of [0,1] into intervals [ti, ti+1] can be refined into a
common subdivision, it is enough to show that nothing is changed if we replace any
interval [ti, ti+1] by the two intervals [ti,τ] and [τ, ti+1]. Now, if θ ′i and θ ′′i are the
angles associated with

γ(ti+1)− z0

γ(τ)− z0
,

and
γ(τ)− z0

γ(ti)− z0
,
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we have
θi = θ

′
i +θ

′′
i + k2π,

where k is some integer. However, since −π

2 < θi <
π

2 , −π

2 < θ ′i <
π

2 , and −π

2 <

θ ′′i < π

2 , we must have |k|< 3
4 , which implies that k = 0, since k is an integer. This

shows that n(γ,z0) is well defined.
The next two propositions are also shown using the above technique.

Proposition 4.1. For every plane closed path, γ : [0,1]→ A2, for every z0 not on γ ,
the index n(γ,z0) is continuous on the complement of γ in A2, and in fact, constant
in each connected component of the complement of γ . We have n(γ,z0) = 0 in the
unbounded component of the complement of γ .

Proof. Using the same notation as before, choose z′0 so close to z0 so that |z0−z′0|<
ρ and | f (t)−z′0|> ρ for all t. We can then use the same subdivision to define n(γ,z0)
and n(γ,z′0). If we write

vi =
f (ti)− z′0
f (ti)− z0

,

we have |vi− 1| < 1, and it is possible to set αi = arg(vi) with −π

2 < αi <
π

2 . The
new argument θ ′i is connected to θi by

θ
′
i = θi +αi+1−αi + k 2π,

and the resulting estimate |k| < 1 implies k = 0. It follows that ∑i θ ′i = ∑i θi, as
required.

To prove that n(γ,z0) = 0 in the unbounded component of the complement of γ ,
choose ρ > 2max | f (t)| and assume that |z0|> 3

2 ρ . Then, | f (t)− z0|> ρ > | f (t)−
f (0)| for all t ∈ [0,1]. This means that n(γ,z0) can be computed without subdividing
the interval. With t0 = 0, t1 = 1, we get w0 = 1, θ0 = 0, and hence, n(γ,z0) = 0. ut

Proposition 4.2. For any two plane closed path, γ1 : [0,1]→A2 and γ2 : [0,1]→A2,
for every homotopy, F : [0,1]× [0,1]→ A2, between γ1 and γ2, for every z0 not on
any F(t,u), for all t,u ∈ [0,1], we have n(γ1,z0) = n(γ2,z0).

Proof. Let F(t,u) define a deformation, and suppose that F(t,u) 6= z0 for all t,u,
with 0≤ t ≤ 1, 0≤ u≤ 1. We can find a ρ and subintervals [ti, ti+1], [u j,u j+1] such
that |F(t,u)− z0|> ρ and |F(t,u)−F(ti,u j)|< ρ for t ∈ [ti, ti+1] and u ∈ [u j,u j+1].
Let θi,θ

′
i be the arguments that correspond to u = u j,u = u j+1, respectively, and

observe that we can choose

βi = arg
F(ti,u j+1)− z0

F(ti,u j)− z0

so that −π

2 < βi <
π

2 . We have the relation

θ
′
i −θi = βi+1−βi + k 2π,
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and we see as before that k = 0. Hence, ∑i θ ′i =∑i θi, and we conclude that the index
does not change as we pass from u j to u j+1. Therefore, the curves that correspond
to u = 0 and u = 1 have the same index. ut

Proposition 4.2 shows that the index of a closed plane path is not changed un-
der homotopy (provided that none the paths involved go through z0). We can now
compute the fundamental group of the punctured plane, i.e., the plane from which a
point is deleted.

4.3 The Fundamental Group of the Punctured Plane

First, we note that the fundamental group of An is the trivial group. Indeed, consider
any closed path γ : [0,1]→ An through a = γ(0) = γ(1), take a as base point and
as the origin in An, and let a be the constant closed path reduced to a. Note that the
map

(t,u) 7→ (1−u)γ(t)

is a homotopy between γ and a.1 Thus, there is a single homotopy class [a], and
π(An,a) = {1}.

The above reasoning also shows that the fundamental group of an open ball or
a closed ball is trivial. However, the next proposition shows that the fundamental
group of the punctured plane is the infinite cyclic group Z.

Proposition 4.3. The fundamental group of the punctured plane is the infinite cyclic
group Z.

Proof. Assume that the origin z = 0 is deleted from A2 = C, and take z = 1 as base
point. The unit circle can be parameterized as t 7→ cos t + isin t, and let α be the
corresponding closed path. First of all, note that for every closed path γ : [0,1]→A2

based at 1, there is a homotopy (central projection) F : [0,1]× [0,1]→A2 deforming
γ into a path β lying on the unit circle. By uniform continuity, any such path β can
be decomposed as β = β1β2 · · ·βn, where each βk either does not pass through z= 1,
or does not pass through z =−1. It is also easy to see that βk can deformed into one
of the circular arcs δk between its endpoints. For all k, 2 ≤ k ≤ n, let σk be one of
the circular arcs from z = 1 to the initial point of δk, and let σ1 = σn+1 = 1. We have

γ ≈ (σ1δ1σ
−1
2 ) · · ·(σnδnσ

−1
n+1),

and each arc σkδkσ
−1
k+1 is homotopic either to α , or α−1, or 1. Thus, γ ≈ αm, for

some integer m ∈ Z.
It remains to prove that αm is not homotopic to 1 for m 6= 0. This is where we

use Proposition 4.2. Indeed, it is immediate that n(αm,0) = m, and n(1,0) = 0, and

1 For fixed u, the map x 7→ (1− u)x is a central magnification of center a and ratio 1− u. This is
an affine map, and it can be expressed linearly because the origin has been chosen as the center of
this magnification. Thus, (1−u)γ(t) makes sense.
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thus αm and 1 are not homotopic when m 6= 0. But then, we have shown that the
homotopy classes are in bijection with the set of integers. ut

The above proof also applies to a cicular annulus, closed or open, and to a circle.
In particular, the circle is not simply connected.

We will need to define what it means for a surface to be orientable. Perhaps
surprisingly, a rigorous definition is not so easy to obtain but can be given using the
notion of degree of a homeomorphism from a plane region. First, we need to define
the degree of a map in the plane.

4.4 The Degree of a Map in the Plane

Let ϕ : D→ C be a continuous function to the plane, where the plane is viewed
as the set C of complex numbers and with domain some open set D in C. We say
that ϕ is regular at z0 ∈ D if there is some open set V ⊆ D containing z0 such that
ϕ(z) 6= ϕ(z0), for all z ∈ V . Assuming that ϕ is regular at z0, we will define the
degree of ϕ at z0.

Let Ω be a punctured open disk {z ∈V | |z− z0|< r} contained in V . Since ϕ is
regular at z0, it maps Ω into the punctured plane Ω ′ obtained by deleting w0 =ϕ(z0).
Now, ϕ induces a homomorphism ϕ∗ : π(Ω)→ π(Ω ′). From Proposition 4.3, both
groups π(Ω) and π(Ω ′) are isomorphic to Z. Thus, we can determine exactly what
the homorphism ϕ∗ is. We know that π(Ω) is generated by the homotopy class of
some circle α in Ω with center a, and that π(Ω ′) is generated by the homotopy class
of some circle β in Ω ′ with center ϕ(a). If ϕ∗([α]) = [β d ], then the homomorphism
ϕ∗ is completely determined. If d = 0, then π(Ω ′) = 1, and if d 6= 0, then π(Ω ′)
is the infinite cyclic subgroup generated by the class of β d . We let d be the degree
of ϕ at z0, and we denote it as d(ϕ)z0 . We leave as an exercise to prove that this
definition does not depend on the choice of a (the center of the circle α) in Ω , and
thus does not depend on Ω . .

Next, if we have a second mapping ψ regular at w0 = ϕ(z0), then ψ ◦ϕ is regular
at z0, and it is immediately verified that

d(ψ ◦ϕ)z0 = d(ψ)w0d(ϕ)z0 .

Let us now assume that D is a region (a connected open set) and that ϕ is a
homeomorphism between D and ϕ(D). By a theorem of Brouwer (the invariance of
domain), it turns out that ϕ(D) is also open and, thus, we can define the degree of
the inverse mapping ϕ−1, and since the identity clearly has degree 1, we get that
d(ϕ)d(ϕ−1) = 1, which shows that d(ϕ)z0 =±1.

In fact, following Ahlfors and Sario [1], we can prove without using Brouwer’s
invariance theorem that if ϕ(D) has a nonempty interior, then the degree of ϕ is
constant on D.
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Fig. 4.4 L E B Brouwer, 1881–1966.

Proposition 4.4. Given a region, D, in the plane, for every homeomorphism ϕ be-
tween D and ϕ(D), if ϕ(D) has a nonempty interior, then the degree d(ϕ)z is con-
stant for all z ∈ D, and in fact, d(ϕ) =±1.

Proof. For a fixed z0 ∈ D, let Ω ,Ω ′ and α,β be chosen as in the beginning of
this section. By assumption, ϕ∗([α]) = [β d(ϕ)] in Ω ′, and hence n(ϕ(α),ϕ(z0) =
d(ϕ). Let z1 be so close to z0 that n(α,z1) = n(α,z0) = 1 and n(ϕ(α),ϕ(z1)) =
n(ϕ(α),ϕ(z0)) = d(ϕ). To define the degree at z1 we use a punctured disk Ω1
centered at z1, the punctured plane Ω ′1 which omits ϕ(z1), and generators α1,β1.
Because ϕ is a homeomorphism there is no restriction on Ω1, other than it be con-
tained in D. For this reason, if z1 is sufficiently close to z0 we can choose Ω1 so
that it contains α . Then, α ≈ α1 in Ω1 and ϕ(α) ≈ ϕ(α1) in Ω ′1. It follows that
n(ϕ(α1),ϕ(z1)) = n(ϕ(α),ϕ(z1)) = d(ϕ), and hence that ϕ∗([α1]) = [β

ϕ(d)
1 ] in Ω ′1.

Consequently, the degree at z1 is equal to d(ϕ), the degree at z0. We conclude that
d(ϕ) is constant in a neighborhood of each point, and hence in each component of
D. If D is connected, then d(ϕ) is constant in D. Finally, if ϕ(D) has an interior
point ϕ(z0), then let ∆ ⊆ ϕ(D) be an open disk containing ϕ(z0). Then ϕ has the
degree ±1 in ϕ−1(∆), and consequently in all of D. ut

When d(ϕ) = 1 in Proposition 4.4, we say that ϕ is sense-preserving, and when
d(ϕ) = −1, we say that ϕ is sense-reversing. We can now define the notion of
orientability.

4.5 Orientability of a Surface

Given a surface, F , we will call a region V on F a planar region if there is a home-
omorphism, h : V → U , from V onto an open set in the plane. From Proposition
4.4, the homeomorphisms h : V →U can be divided into two classes, by defining
two such homeomorphisms h1,h2 as equivalent iff h1 ◦ h−1

2 has degree 1, i.e., is
sense-preserving. Observe that for any h as above, if h is obtained from h by con-
jugation (i.e., for every z ∈ V , h(z) = h(z), the complex conjugate of h(z)), then
d(h◦h−1) =−1, and thus h and h are in different classes. For any other such map g,
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either h◦g−1 or h◦g−1 is sense-preserving, and thus, there are exactly two equiva-
lence classes.

The choice of one of the two classes of homeomorphims h as above constitutes
an orientation of V . An orientation of V induces an orientation on any subregion
W of V , by restriction. If V1 and V2 are two planar regions and these regions have
received an orientation, we say that these orientations are compatible if they induce
the same orientation on all common subregions of V1 and V2.

Definition 4.6. A surface, F , is orientable if it is possible to assign an orientation to
all planar regions in such a way that the orientations of any two overlapping planar
regions are compatible.

Clearly, orientability is preserved by homeomorphisms. Thus, there are two
classes of surfaces, the orientable surfaces, and the nonorientable surfaces. An ex-
ample of a nonorientable surface is the Klein bottle. Because we defined a surface
as being connected, note that an orientable surface has exactly two orientations.
Clearly, to orient a surface it is enough to orient all planar regions in some open
covering of the surface by planar regions.

We will also need to consider surfaces with boundary.

4.6 Surfaces With Boundary

Consider a torus, and cut out a finite number of small disks from its surface. The
resulting space is no longer a surface but is certainly of geometric interest. It is a
surface with boundary (or bordered surface). In this section, we extend our concept
of surface to handle this more general class of surfaces with boundary. In order to do
so, we need to allow coverings of surfaces using a richer class of open sets. This is
achieved by considering the open subsets of the half-space, in the subset topology.

Definition 4.7. The half-space Hm is the subset of Rm defined as the set

{(x1, . . . ,xm) | xi ∈ R, xm ≥ 0}.

For any m ≥ 1, a (topological) m-manifold with boundary is a second-countable,
topological Hausdorff space M, together with an open cover (Ui)i∈I of open sets
and a family (ϕi)i∈I of homeomorphisms ϕi : Ui→Ωi, where each Ωi is some open
subset of Hm in the subset topology. Each pair (U,ϕ) is called a coordinate system,
or chart, of M, each homeomorphism ϕi : Ui→ Ωi is called a coordinate map, and
its inverse ϕ

−1
i : Ωi→Ui is called a parameterization of Ui. The family (Ui,ϕi)i∈I

is often called an atlas for M. A (topological) surface with boundary is a connected
2-manifold with boundary.

Note that an m-manifold is also an m-manifold with boundary.
If ϕi : Ui→Ωi is some homeomorphism onto some open set Ωi of Hm in the sub-

set topology, some p ∈Ui may be mapped into Rm−1×R+, or into the “boundary”
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Rm−1×{0} of Hm. Letting ∂Hm = Rm−1×{0}, it can be shown using homology
that if some coordinate map ϕ defined on p maps p into ∂Hm, then every coordinate
map ψ defined on p maps p into ∂Hm. For m = 2, Ahlfors and Sario prove it using
Proposition 4.4.

Thus, M is the disjoint union of two sets ∂M and Int M, where ∂M is the subset
consisting of all points p ∈ M that are mapped by some (in fact, all) coordinate
map ϕ defined on p into ∂Hm, and where Int M = M− ∂M. The set ∂M is called
the boundary of M, and the set Int M is called the interior of M, even though this
terminology clashes with some prior topological definitions. A good example of a
surface with boundary is the Möbius strip. The boundary of the Möbius strip is a
circle.

The boundary ∂M of M may be empty but Int M is nonempty. Also, it can be
shown using homology that the integer m is unique. It is clear that Int M is open
and an m-manifold and that ∂M is closed. If p ∈ ∂M, and ϕ is some coordinate
map defined on p, since Ω = ϕ(U) is an open subset of ∂Hm, there is some open
half ball Bm

o+ centered at ϕ(p) and contained in Ω which intersects ∂Hm along an
open ball Bm−1

o , and if we consider W = ϕ−1(Bm
o+), we have an open subset of M

containing p which is mapped homeomorphically onto Bm
o+ in such that way that

every point in W ∩∂M is mapped onto the open ball Bm−1
o . This implies that ∂M is

an (m−1)-manifold.
In particular, in the case m = 2, the boundary ∂M is a union of paths homeomor-

phic either to circles of to open line segments. In this case, if M is connected but not
a surface, it is easy to see that M is the topological closure of Int M. We also claim
that Int M is connected, i.e. a surface. Indeed, if this was not so, we could write
Int M = M1 ∪M2, for two nonempty disjoint sets M1 and M2. But then, we have
M = M1∪M2, and since M is connected, there is some a ∈ ∂M also in M1∩M2 6= /0.
However, there is some open set V containing a whose intersection with M is home-
omorphic with an open half-disk, and thus connected. Then, we have

V ∩M = (V ∩M1)∪ (V ∩M2),

with V ∩M1 and V ∩M2 open in V , contradicting the fact that M∩V is connected.
Thus, Int M is a surface.

When the boundary ∂M of a surface with boundaryM is empty, M is just a sur-
face. Typically, when we refer to a surface with boundary, we mean a surface with
a nonempty boundary, and otherwise, we just say surface.

A surface with boundary M is orientable iff its interior IntM is orientable. It is not
difficult to show that an orientation of Int M induces an orientation of the boundary
∂M. The components of the boundary ∂M are called contours.

The concept of triangulation of a surface with boundary is identical to the concept
defined for a surface in Definition 3.4, and Proposition 3.5 also holds. However, a
small change needs to made in Proposition 3.6.

Proposition 4.5. A 2-complex K = (V,S ) is a triangulation σ : S → 2M of the
surface with boundary M = Kg such that σ(s) = sg for all s ∈S iff the following
properties hold:
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(D1) Every edge a such that ag contains some point in the interior Int M of M is con-
tained in exactly two triangles A. Every edge a such that ag is inside the boundary
∂M of M is contained in exactly one triangle A. The boundary ∂M of M consists
of those ag which belong to only one Ag. A boundary vertex or boundary edge is
a simplex σ such that σg ⊆ ∂M.

(D2) For every non-boundary vertex α , the edges a and triangles A containing α can
be arranged as a cyclic sequence a1,A1,a2,A2, . . . ,Am−1,am,Am, in the sense
that ai = Ai−1∩Ai for all i, with 2≤ i≤ m, and a1 = Am∩A1, with m≥ 3.

(D3) For every boundary vertex α , the edges a and triangles A containing α can be
arranged in a sequence a1,A1,a2,A2, . . . ,Am−1,am,Am,am+1, with ai = Ai∩Ai−1
for of all i, with 2 ≤ i ≤ m, where a1 and am+1 are boundary vertices only con-
tained in A1 and Am respectively.

(D4) K is connected, in the sense that it cannot be written as the union of two disjoint
nonempty complexes.

Proof. A few changes need to be made in the proof of Proposition 3.6 (see Note
F.7). If ag contains some interior point of M, then the same reasoning can be used to
show that a belongs to exactly two A. Moreover, all interior points of ag are interior
points of M.

Suppose now that ag is contained in the boundary ∂M of M, and assume that a
belongs to A1, . . . ,An. As before we consider an interior point p of ag and determine
a neighborhood ∆ of p which is contained in (A1)g∪ ·· ·∪ (An)g and does not meet
any geometric 1-simplicies other than ag. This time ∆ may be chosen homeomor-
phic with a semiclosed half-disk, and we know that the points on ag correspond to
points on the diameter. If follows from this representation that ∆ ′ = ∆ − (ag∩∆) is
connected and nonempty. On the other hand, ∆ ′ is the union of the disjoint open sets
((Ai)g−ag)∩∆ , none of which is empty. This is possible only if n = 1, and we have
show that a belongs to a single A. The argument also shows that the boundary of M
is composed of those ag which belong to only one Ag. If the boundary is nonempty,
there is at least one such ag. Thus, the second part of (D1) is proved.

The proof of (D2) is the same as before and (D3) is not hard to show. ut

A 2-complex K which satisfies the conditions of Proposition 4.5 will also be
called a triangulated 2-complex with boundary and its geometric realization a poly-
hedron with boundary. Thus, triangulated 2-complexes with boundary are the com-
plexes that correspond to triangulated surfaces with boundary. Actually, it can be
shown that every surface with boundary admits some triangulation and thus the
class of geometric realizations of the triangulated 2-complexes with boundary is the
class of all surfaces with boundary.

We will now give a brief presentation of simplicial and singular homology, but
first, we need to review some facts about finitely generated abelian groups.
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Chapter 5
Homology Groups

5.1 Finitely Generated Abelian Groups

Given a topological space, X , besides its fundamental group (a topological invari-
ant), there is another useful kind of topological invariant, namely, its family of
homology groups. One of the advantages of the homology groups is that they are
abelian groups, and in the case of finite simplicial complexes, finitely generated
abelian groups. Fortunately, the structure of finitely abelian groups is very well un-
derstood and this knowledge can be used to better understand the structure of poly-
hedra in terms of their homology. We begin by reviewing the structure theorem for
finitely generated abelian groups.

An abelian group is a commutative group. We will denote the identity element of
an abelian group by 0, and the inverse of an element, a, by −a. Given any natural
number n ∈ N, we denote

a+ · · ·+a︸ ︷︷ ︸
n

by na, and let (−n)a be defined as n(−a) (with 0a = 0). Thus, we can make sense
of finite sums of the form, ∑niai, where ni ∈ Z. Given an abelian group, G, and a
family, A = (a j) j∈J , of elements, a j ∈ G, we say that G is generated by A if every
a ∈ G can be written (in possibly more than one way) as

a = ∑
i∈I

niai,

for some finite subset, I, of J, and some ni ∈ Z. If J is finite, we say that G is finitely
generated by A.

If every a ∈ G can be written in a unique manner as

a = ∑
i∈I

niai,

55
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as above, we say that G is freely generated by A, and we call A a basis of G. In
this case, it is clear that the a j are all distinct. We also have the following familiar
property:

If G is a free abelian group generated by A = (a j) j∈J , for every abelian group, H,
for every function, f : A→ H, there is a unique homomorphism, f̂ : G→ H, such
that f̂ (a j) = f (a j), for all j ∈ J.

If G is a free abelian group, one can show that the cardinality of all bases is the
same; for a proof, see Note F.8. The common cardinality of all bases of G is called
the dimension of G.

Given a family, A= (a j) j∈J , we will need to construct a free abelian group gener-
ated by A. This can be done easily as follows: Consider the set, F(A), of all functions
ϕ : A→ Z, such that ϕ(a) 6= 0 for only finitely many a ∈ A. We define addition on
F(A) pointwise, that is, ϕ +ψ is the function such that (ϕ +ψ)(a) = ϕ(a)+ψ(a),
for all a ∈ A.

It is immediately verified that F(A) is an abelian group and if we identify each
a j with the function, ϕ j : A→ Z, such that ϕ j(a j) = 1 and ϕ j(ai) = 0 for all i 6= j,
it is clear that F(A) is freely generated by A. It is also clear that every ϕ ∈ F(A) can
be uniquely written as

ϕ = ∑
i∈I

niϕi,

for some finite subset I of J such that ni = ϕ(ai) 6= 0. For notational simplicity, we
write ϕ as

ϕ = ∑
i∈I

niai.

Given an abelian group, G, for any a ∈ G, we say that a has finite order if there
is some n 6= 0 in N such that na = 0. If a ∈ G has finite order, there is a least n 6= 0
in N such that na = 0, called the order of a. It is immediately verified that the subset
T of G consisting of all elements of finite order is a subroup of G, called the torsion
subgroup of G. When T = {0}, we say that G is torsion-free. One should be careful
that a torsion-free abelian group is not necessarily free. For example, the field Q of
rationals is torsion-free, but not a free abelian group.

Clearly, the map (n,a) 7→ na from Z×G to G satisfies the properties

(m+n)a = ma+na,

m(a+b) = ma+nb,

(mn)a = m(na),

1a = a,

which hold in vector spaces. However, Z is not a field. The abelian group G is just
what is called a Z-module. Nevertheless, many concepts defined for vector spaces
transfer to Z-modules. For example, given an abelian group G and some subgroups
H1, . . . ,Hn, we can define the (internal) sum

H1 + · · ·+Hn
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of the Hi as the abelian group consisting of all sums of the form a1+ · · ·+an, where
ai ∈ Hi. If in addition, G = H1 + · · ·+Hn and Hi∩H j = {0} for all i, j, with i 6= j,
we say that G is the direct sum of the Hi, and this is denoted as

G = H1⊕·· ·⊕Hn.

When H1 = . . . = Hn = H, we abbreviate H⊕ ·· ·⊕H as Hn. Homomorphims be-
tween abelian groups are Z-linear maps. We can also talk about linearly independent
families in G, except that the scalars are in Z. The rank of an abelian group is the
maximum of the sizes of linearly independent families in G. We can also define
(external) direct sums.

Given a family, (Gi)i∈I , of abelian groups, the (external) direct sum
⊕

i∈I Gi is the
set of all functions, f : I→ ⋃

i∈I Gi, such that f (i) ∈ Gi, for all ∈ I and f (i) = 0 for
all but finitely many i ∈ I. An element, f ∈⊕i∈I Gi, is usually denoted by ( fi)i∈I .
Addition is defined component-wise, that is, given two functions f = ( fi)i∈I and
g = (gi)i∈I in

⊕
i∈I Gi, we define ( f +g) such that

( f +g)i = fi +gi,

for all i ∈ I. It is immediately verified that
⊕

i∈I Gi is an abelian group. For every
i ∈ I, there is an injective homomorphism, ini : Gi→

⊕
i∈I Gi, defined such that, for

every x ∈ Gi, ini(x)(i) = x and ini(x)( j) = 0 iff j 6= i. If G =
⊕

i∈I Gi is an external
direct sum, it is immediately verified that G =

⊕
i∈I ini(Gi), as an internal direct

sum. The difference is that G must have been already defined for an internal direct
sum to make sense. For notational simplicity, we will usually identify ini(Gi) with
Gi.

The structure of finitely generated abelian groups can be completely described.
For the sake of completeness, we state the following result:

Proposition 5.1. Let G be a free abelian group finitely generated by (a1, . . . ,an)
and let H be any subroup of G. Then, H is a free abelian group and there is a basis,
(e1, ...,en), of G, some q ≤ n, and some positive natural numbers, n1, . . . ,nq, such
that (n1e1, . . . ,nqeq) is a basis of H and ni divides ni+1 for all i, with 1≤ i≤ q−1.

A neat proof of Proposition 5.1 due to Pierre Samuel is given in Appendix B.

Remark: Actually, Proposition 5.1 is a special case of the structure theorem for
finitely generated modules over a principal ring. Recall that Z is a principal ring,
which means that every ideal I in Z is of the form dZ, for some d ∈ N.

Using Proposition 5.1, we can also show the following useful result:

Proposition 5.2. Let G be a finitely generated abelian group. There is some natu-
ral number, m ≥ 0, and some positive natural numbers, n1, . . . ,nq, such that H is
isomorphic to the direct sum

Zm⊕Z/n1Z⊕·· ·⊕Z/nqZ,

and where ni divides ni+1 for all i, with 1≤ i≤ q−1.
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Proof. Assume that G is generated by A = (a1, . . . ,an) and let F(A) be the free
abelian group generated by A. The inclusion map i : A→ G can be extended to a
unique homomorphism f : F(A)→ G which is surjective since A generates G, and
thus G is isomorphic to F(A)/ f−1(0). By Proposition 5.1, H = f−1(0) is a free
abelian group and there is a basis (e1, ...,en) of G, some p ≤ n, and some positive
natural numbers k1, . . . ,kp, such that (k1e1, . . . ,kpep) is a basis of H, and ki divides
ki+1 for all i, with 1≤ i≤ p−1. Let r, 0≤ r≤ p, be the largest natural number such
that k1 = . . . = kr = 1, rename kr+i as ni, where 1 ≤ i ≤ p− r, and let q = p− r.
Then, we can write

H = Zp−q⊕n1Z⊕·· ·⊕nqZ,

and since F(A) is isomorphic to Zn, it is easy to verify that F(A)/H is isomorphic
to

Zn−p⊕Z/n1Z⊕·· ·⊕Z/nqZ,

which proves the proposition. ut

Observe that Z/n1Z⊕·· ·⊕Z/nqZ is the torsion subgroup of G. Thus, as a corol-
lary of Proposition 5.2, we obtain the fact that every finitely generated abelian group
G is a direct sum, G = Zm⊕T , where T is the torsion subroup of G and Zm is the
free abelian group of dimension m. One verifies that m is the rank (the maximal
dimension of linearly independent sets in G) of G, and m is called the Betti number
of G. It can also be shown that q and the ni only depend on G.

Fig. 5.1 Enrico Betti, 1823–1892.

One more result will be needed to compute the homology groups of (two-
dimensional) polyhedra. The proof is not difficult and can be found in most books
(a version is given in Ahlfors and Sario [1]). Let us denote the rank of an abelian
group G as r(G).

Proposition 5.3. If

0 −→ E
f−→ F

g−→ G −→ 0
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is a short exact sequence1 of homomorphisms of abelian groups and F has finite
rank, then r(F) = r(E)+ r(G). In particular, if G is an abelian group of finite rank
and H is a subroup of G, then r(G) = r(H)+ r(G/H).

We are now ready to define the simplicial and the singular homology groups.

5.2 Simplicial and Singular Homology

There are several kinds of homology theories. In this section, we take a quick look
at two such theories, simplicial homology, one of the most computational theories,
and singular homology theory, one of the most general and yet fairly intuitive. Even
though in Chapter 6 we make heavy use of certain kinds of cell complexes, since
these cell complexes can always be subdivided into simplicial complexes, we de-
velop only simplicial homology. We will also introduce briefly singular homology,
but not cell-complex homology.

For a comprehensive treatment of homology and algebraic topology in general,
we refer the reader to Massey [8], Munkres [9], Hatcher [6], Bredon [3], Rotman
[10], Fulton [5], Dold [4], Amstrong [2] and Kinsey [7]. An excellent overview of
algebraic topology following a more intuitive approach is presented in Sato [11].

Let K = (V,S ) be a complex. The essence of simplicial homology is to associate
some abelian groups, Hp(K), with K. This is done by first defining some free abelian
groups, Cp(K), made out of oriented p-simplices. One of the main new ingredients
is that every oriented p-simplex, σ , is assigned a boundary, ∂pσ . Technically, this
is achieved by defining homomorphisms,

∂p : Cp(K)→Cp−1(K),

with the property that ∂p−1 ◦∂p = 0. If we let Zp(K) be the kernel of ∂p and

Bp(K) = ∂p+1(Cp+1(K))

be the image of ∂p+1 in Cp(K), since ∂p◦∂p+1 = 0, the group Bp(K) is a subgroup of
the group Zp(K), and we define the homology group, Hp(K), as the quotient group

Hp(K) = Zp(K)/Bp(K).

What makes the homology groups of a complex interesting is that they only depend
on the geometric realization Kg of the complex K and not on the various complexes
representing Kg. Proving this fact requires relatively hard work, and we refer the
reader to Munkres [9] or Rotman [10], for a proof.

The first step is to define oriented simplices. Given a complex, K = (V,S ),
recall that an n-simplex is a subset, σ = {α0, . . . ,αn}, of V that belongs to the
family S . Thus, the set σ corresponds to (n + 1)! linearly ordered sequences,

1 This means that Im f = Kerg, that f is injective, and that g is surjective.
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s : {1,2, . . . ,n+1}→ σ , where each s is a bijection. We define an equivalence rela-
tion on these sequences by saying that two sequences s1 : {1,2, . . . ,n+1}→ σ and
s2 : {1,2, . . . ,n+ 1} → σ are equivalent iff π = s−1

2 ◦ s1 is a permutation of even
signature (π is the product of an even number of transpositions)

The two equivalence classes associated with σ are called oriented simplices, and
if σ = {α0, . . . ,αn}, we denote the equivalence class of s as [s(1), . . . ,s(n+ 1)],
where s is one of the sequences s : {1,2, . . . ,n+ 1} → σ . We also say that the two
classes associated with σ are the orientations of σ . Two oriented simplices σ1 and
σ2 are said to have opposite orientation if they are the two classes associated with
some simplex σ . Given an oriented simplex, σ , we denote the oriented simplex
having the opposite orientation by −σ , with the convention that −(−σ) = σ .

For example, if σ = {a0,a1,a2} is a 2-simplex (a triangle), there are six ordered
sequences, the sequences 〈a2,a1,a0〉, 〈a1,a0,a2〉, and 〈a0,a2,a1〉, are equivalent,
and the sequences 〈a0,a1,a2〉, 〈a1,a2,a0〉, and 〈a2,a0,a1〉, are also equivalent. Thus,
we have the two oriented simplices, [a0,a1,a2] and [a2,a1,a0]. We now define p-
chains.

Definition 5.1. Given a complex, K = (V,S ), a p-chain on K is a function c from
the set of oriented p-simplices to Z, such that,

(1) c(−σ) =−c(σ), iff σ and −σ have opposite orientation;
(2) c(σ) = 0, for all but finitely many simplices σ .

We define addition of p-chains pointwise, i.e., c1 +c2 is the p-chain such that (c1 +
c2)(σ) = c1(σ)+ c2(σ), for every oriented p-simplex σ . The group of p-chains is
denoted by Cp(K). If p < 0 or p > dim(K), we set Cp(K) = {0}.

To every oriented p-simplex σ is associated an elementary p-chain c, defined
such that,

c(σ) = 1,
c(−σ) =−1, where −σ is the opposite orientation of σ , and
c(σ ′) = 0, for all other oriented simplices σ ′.
We will often denote the elementary p-chain associated with the oriented p-

simplex σ also by σ .
The following proposition is obvious, and simply confirms the fact that Cp(K) is

indeed a free abelian group.

Proposition 5.4. For every complex, K = (V,S ), for every p, the group Cp(K) is
a free abelian group. For every choice of an orientation for every p-simplex, the
corresponding elementary chains form a basis for Cp(K).

The only point worth elaborating is that except for C0(K), where no choice is
involved, there is no canonical basis for Cp(K) for p≥ 1, since different choices for
the orientations of the simplices yield different bases.

If there are mp p-simplices in K, the above proposition shows that Cp(K) = Zmp .
As an immediate consequence of Proposition 5.4, for any abelian group G and

any function f mapping the oriented p-simplices of a complex K to G and such that
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f (−σ) =− f (σ) for every oriented p-simplex σ , there is a unique homomorphism,
f̂ : Cp(K)→ G, extending f .

We now define the boundary maps ∂p : Cp(K)→Cp−1(K).

Definition 5.2. Given a complex, K = (V,S ), for every oriented p-simplex,

σ = [α0, . . . ,αp],

we define the boundary, ∂pσ , of σ by

∂pσ =
p

∑
i=0

(−1)i[α0, . . . , α̂i, . . . ,αp],

where [α0, . . . , α̂i, . . . ,αp] denotes the oriented (p−1)-simplex obtained by deleting
vertex αi. The boundary map, ∂p : Cp(K)→Cp−1(K), is the unique homomorphism
extending ∂p on oriented p-simplices. For p≤ 0, ∂p is the null homomorphism.

One must verify that ∂p(−σ) = −∂pσ , but this is immediate. If σ = [α0,α1],
then

∂1σ = α1−α0.

If σ = [α0,α1,α2], then

∂2σ = [α1,α2]− [α0,α2]+ [α0,α1] = [α1,α2]+ [α2,α0]+ [α0,α1].

If σ = [α0,α1,α2,α3], then

∂3σ = [α1,α2,α3]− [α0,α2,α3]+ [α0,α1,α3]− [α0,α1,α2].

If σ is the chain
σ = [α0,α1]+ [α1,α2]+ [α2,α3],

shown in Figure 5.2 (a), then

∂1σ = ∂1[α0,α1]+∂1[α1,α2]+∂1[α2,α3]

= α1−α0 +α2−α1 +α3−α2

= α3−α0.

On the other hand, if σ is the closed cycle,

σ = [α0,α1]+ [α1,α2]+ [α2,α0],

shown in Figure 5.2 (b), then

∂1σ = ∂1[α0,α1]+∂1[α1,α2]+∂1[α2,α0]

= α1−α0 +α2−α1 +α0−α2

= 0.
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1

σ1 σ2 σ3

α0 α1 α2 α3

(a)

σ0

σ1σ2

α0 α1

α2

(b)

Fig. 5.2 (a) A chain with boundary α3−α0. (b) A chain with 0 boundary.

We have the following fundamental property:

Proposition 5.5. For every complex, K =(V,S ), for every p, we have ∂p−1◦∂p = 0.

Proof. For any oriented p-simplex, σ = [α0, . . . ,αp], we have

∂p−1 ◦∂pσ =
p

∑
i=0

(−1)i
∂p−1[α0, . . . , α̂i, . . . ,αp],

=
p

∑
i=0

i−1

∑
j=0

(−1)i(−1) j[α0, . . . , α̂ j, . . . , α̂i, . . . ,αp]

+
p

∑
i=0

p

∑
j=i+1

(−1)i(−1) j−1[α0, . . . , α̂i, . . . , α̂ j, . . . ,αp]

= 0.

The rest of the proof follows from the fact that ∂p : Cp(K)→Cp−1(K) is the unique
homomorphism extending ∂p on oriented p-simplices. ut

In view of Proposition 5.5, the image ∂p+1(Cp+1(K)) of ∂p+1 : Cp+1(K) →
Cp(K) is a subgroup of the kernel ∂−1

p (0) of ∂p : Cp(K)→Cp−1(K). This motivates
the following definition:

Definition 5.3. Given a complex, K = (V,S ), the kernel, ∂−1
p (0), of the homomor-

phism, ∂p : Cp(K)→Cp−1(K), is denoted by Zp(K) and the elements of Zp(K) are
called p-cycles. The image, ∂p+1(Cp+1), of the homomorphism, ∂p+1 : Cp+1(K)→
Cp(K), is denoted by Bp(K), and the elements of Bp(K) are called p-boundary. The
p-th homology group, Hp(K), is the quotient group

Hp(K) = Zp(K)/Bp(K).

Two p-chains c,c′ are said to be homologous if there is some (p+1)-chain, d, such
that c = c′+∂p+1d.
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We will often omit the subscript p in ∂p.
As an example, consider the simplicial complex K1 displayed in Figure 5.3. This

complex consists of 6 vertices {v1, . . . ,v6} and 8 oriented edges (1-simplices)

a1 = [v2,v1] a2 = [v1,v4] b1 = [v2,v3] b2 = [v3,v4]

c1 = [v2,v5] c2 = [v5,v4] d1 = [v2,v6] d2 = [v6,v4].

v1 v3

v2

v4

v5 v6

a1

a2

b1

b2

c1

c2

d1

d2

Fig. 5.3 A 1-dimensional simplicial complex.

Since this complex is connected, we claim that

H0(K1) = Z.

Indeed, given any two vertices, u,u′ in K1, there is a path

π = [u0,u1], [u1,u2], . . . , [un−1,un],

where each ui is a vertex in K1, with u0 = u and un = u′, and we have

∂1(π) = un−u0 = u′−u,

which shows that u and u′ are equivalent. Consequently, any 0-chain ∑nivi is equiv-
alent to

(
∑ni
)
v0, which proves that

H0(K1) = Z.

If we look at the 1-cycles in C1(K1), we observe that they are not all independent,
but it is not hard to see that the three cycles
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a1 +a2−b1−b2 b1 +b2− c1− c2 c1 + c2−d1−d2

form a basis of C1(K1). It follows that

H1(K1) = Ker∂1/Im∂2 = Ker∂1 ≈ Z⊕Z⊕Z.

This reflects the fact that K1 has three one-dimensional holes.
Next, consider the 2-dimensional simplicial complex K2 displayed in Figure 5.4.

This complex consists of 6 vertices {v1, . . . ,v6}, 9 oriented edges (1-simplices)

a1 = [v2,v1] a2 = [v1,v4] b1 = [v2,v3] b2 = [v3,v4]

c1 = [v2,v5] c2 = [v5,v4] d1 = [v2,v6] d2 = [v6,v4]

e1 = [v1,v3],

and two oriented triangles (2-simplices)

A1 = [v2,v1,v3] A2 = [v1,v4,v3].

We have

∂2A1 = a1 + e1−b1 ∂2A2 = a2−b2− e1.

It follows that
∂2(A1 +A2) = a1 +a2−b1−b2,

and A1 +A2 is a diamond with boundary a1 + a2− b1− b2. Since there are no 2-

v1 v3

v2

v4

v5 v6

a1

a2

b1

b2

c1

c2

d1

d2

e1

Fig. 5.4 A 2-dimensional simplicial complex with a diamond.



5.2 Simplicial and Singular Homology 65

cycles,
H2(K2) = 0.

In order to compute
H1(K2) = Ker∂1/Im∂2,

we observe that the cycles in Im∂2 belong to the diamond A1 +A2, and so the only
cycles in C1(K2) whose equivalence class is nonzero must contain either c1 + c2 or
d1+d2. Then, any two cycles containing c1+c2 (resp. d1+d2) and passing through
A1+A2 are equivalent. For example, the cycles a1+a2−c1−c2 and b1+b2−c1−c2
are equivalent since their difference

a1 +a2− c1− c2− (b1 +b2− c1− c2) = a1 +a2−b1−b2

is the boundary ∂2(A1 +A2). Similarly, the cycles a1 + e1 + b2− c1− c2 and a1 +
a2− c1− c2 are equivalent since their difference is

a1 + e1 +b2− c1− c2− (a1 +a2− c1− c2) = e1 +b2−a2 = ∂2(−A2).

Generalizing this argument, we can show that every cycle is equivalent to either a
multiple of a1 +a2− c1− c2 or a multiple of a1 +a2−d1−d2, and thus

H1(K2)≈ Z⊕Z,

which reflects the fact that K2 has two one-dimenensional holes. Observe that one of
the three holes of the complex K1 has been filled in by the diamond A1 +A2. Since
K2 is connected, H0(K2) = Z.

Now, consider the 2-dimensional simplicial complex K3 displayed in Figure 5.5.
This complex consists of 8 vertices {v1, . . . ,v8}, 16 oriented edges (1-simplices)

a1 = [v5,v1] a2 = [v1,v6] b1 = [v5,v3] b2 = [v3,v6]

c1 = [v5,v7] c2 = [v7,v6] d1 = [v5,v8] d2 = [v8,v6]

e1 = [v1,v2] e2 = [v2,v3] f1 = [v1,v4] f2 = [v4,v3]

g1 = [v5,v2] g2 = [v2,v6] h1 = [v5,v4] h2 = [v4,v6],

and 8 oriented triangles (2-simplices)

A1 = [v5,v1,v2] A2 = [v5,v2,v3] A3 = [v1,v6,v2] A4 = [v2,v6,v3]

B1 = [v5,v1,v4] B2 = [v5,v4,v3] B3 = [v1,v6,v4] B4 = [v4,v6,v3].

It is easy to check that

∂2A1 = a1 + e1−g1 ∂2A2 = g1 + e2−b1

∂2A3 = a2−g2− e1 ∂2A4 = g2−b2− e2

∂2B1 = a1 + f1−h1 ∂2B2 = h1 + f2−b1

∂2B3 = a2−h2− f1 ∂2B4 = h2−b2− f2.
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v1

v2

v3

v4

v5

v6

v7 v8

a1

a2

b1

b2

c1

c2

d1

d2

e1 e2

f1 f2

g1

g2

h1

h2

Fig. 5.5 A 2-dimensional simplicial complex with an octahedron.

If we let

A = A1 +A2 +A3 +A4 and B = B1 +B2 +B3 +B4,

then we get
∂2A = ∂2B = a1 +a2−b1−b2,

and thus,
∂2(B−A) = 0.

Thus, D=B−A is a 2-chain, and as we can see, it represents an octahedron. Observe
that the chain group C2(K3) is the eight-dimensional abelian group consisting of all
linear combinations of Ais and B js, and the fact that ∂2(B−A) = 0 means that the
kernel of the boundary map

∂2 : C2(K3)→C1(K3)

is nontrivial. It follows that B−A generates the homology group

H2(K3) = Ker∂2 ≈ Z.

This reflects the fact that K3 has a single two-dimenensional hole. The reader should
check that as before,

H1(K3) = Ker∂1/Im∂2 ≈ Z⊕Z.

Intuitively, this is because every cycle outside of the ocahedron D must contain
either c1 +c2 or d1 +d2, and the “rest” of the cycle belongs to D. It follows that any
two distinct cycles involving c1 +c2 (resp. d1 +d2) can be deformed into each other
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by “sliding” over D. The complex K3 also has two one-dimensional holes. Since K3
is connected, H0(K3) = Z.

Finally, consider the 3-dimensional simplicial complex K4 displayed in Figure
5.6 obtained from K3 by adding the oriented edge

k = [v2,v4]

and the four oriented tetrahedra (3-simplices)

v1

v2

v3

v4

v5

v6

v7 v8

a1

a2

b1

b2

c1

c2

d1

d2

e1 e2

f1 f2

g1

g2

h1

h2

k

Fig. 5.6 A 3-dimensional simplicial complex with a solid octahedron.

T1 = [v1,v2,v4,v6] T2 = [v3,v4,v2,v6]

T3 = [v1,v4,v2,v5] T4 = [v3,v2,v4,v5].

We get

∂3T1 = [v2,v4,v6]− [v1,v4,v6]+ [v1,v2,v6]− [v1,v2,v4]

∂3T2 = [v4,v2,v6]− [v3,v2,v6]+ [v3,v4,v6]− [v3,v4,v2]

∂3T3 = [v4,v2,v5]− [v1,v2,v5]+ [v1,v4,v5]− [v1,v4,v2]

∂343 = [v2,v4,v5]− [v3,v4,v5]+ [v3,v2,v5]− [v3,v2,v4].

Observe that
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∂ (T1 +T2 +T3 +T4) =−[v1,v4,v6]+ [v1,v2,v6]− [v3,v2,v6]+ [v3,v4,v6]

− [v1,v2,v5]+ [v1,v4,v5]− [v3,v4,v5]+ [v3,v2,v5]

= B3−A3−A4 +B4−A1 +B1 +B2−A2

= B1 +B2 +B3 +B4− (A1 +A2 +A3 +A4)

= B−A.

It follows that
∂3 : C3(K4)→C2(K4)

maps the solid octahedron T = T1 +T2 +T3 +T4 to B−A, and since Ker∂2 is gen-
erated by B−A, we get

H2(K4) = Ker∂2/Im∂3 = 0.

We also have
H3(K4) = Ker∂3/Im∂3 = Ker∂3 = 0,

and as before,
H1(K4) = Z⊕Z.

The complex K4 still has two one-dimensional holes but the two-dimensional hole
of K3 has been filled up by the solid octahedron.

For another example of a 2-dimensional simplicial complex with a hole, con-
sider the complex K5 shown in Figure 5.7. This complex consists of 16 vertices, 32

a1 a2 a3

b1

b2

b3

c1 c2 c3

d1

d2

d3

e

f

g

h

Fig. 5.7 A 2-dimensional simplicial complex with a hole.

edges (1-simplicies) oriented as shown in the Figure, and 16 triangles (2-simplicies)
oriented according to the direction of their boundary edges. The boundary of K5 is

∂2(K5) = a1 +a2 +a3 +b1 +b2 +b3 + c1 + c2 + c3 +d1 +d2 +d3 + e+ f +g+h.
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As a consequence, the outer boundary a1 +a2 +a3 +b1 +b2 +b3 + c1 + c2 + c3 +
d1 +d2 +d3 is equivalent to the inner boundary −(e+ f +g+h). It follows that all
cycles in C2(K5) not equivalent to zero are equivalent to a multiple of e+ f +g+h,
and thus

H1(K5) = Z,

indicating that K5 has a single one-dimensional hole. Since K5 is connected,
H0(K5) = 0, and H2(K5) = 0 since Ker∂2 = 0.

If K = (V,S ) is a finite dimensional complex, as each group, Cp(K), is free
and finitely generated, the homology groups, Hp(K), are all finitely generated. At
this stage, we could determine the homology groups of the finite (two-dimensional)
polyhedra. However, we are really interested in the homology groups of geometric
realizations of complexes, in particular, compact surfaces, and so far we have not
defined homology groups for topological spaces.

It is possible to define homology groups for arbitrary topological spaces using
what is called singular homology. Then, it can be shown, although this requires
some hard work, that the homology groups of a space, X , which is the geometric
realization of some complex, K, are independent of the complex, K, such that X =
Kg, and equal to the homology groups of any such complex.

The idea behind singular homology is to define a more general notion of an n-
simplex associated with a topological space, X , and it is natural to consider con-
tinuous maps from some standard simplices to X . Recall that given any set, I, we
defined the real vector space, R(I), freely generated by I (just before Definition 3.3).
In particular, for I = N (the natural numbers), we obtain an infinite dimensional
vector space, R(N), whose elements are the countably infinite sequences, (λi)i∈N, of
reals, with λi = 0 for all but finitely many i ∈ N. For any p ∈ N, we let ei ∈ R(N)

be the sequence such that ei(i) = 1 and ei( j) = 0 for all j 6= i and we let ∆p be the
p-simplex spanned by (e0, . . . ,ep), that is, the subset of R(N) consisting of all points
of the form

p

∑
i=0

λiei, with
p

∑
i=0

λi = 1, and λi ≥ 0.

We call ∆p the standard p-simplex. Note that ∆p−1 is a face of ∆p.

Definition 5.4. Given a topological space, X , a singular p-simplex is any continuous
map, T : ∆p → X . The free abelian group generated by the singular p-simplices is
called the p-th singular chain group and is denoted by Sp(X).

Given any p+1 points, a0, . . . ,ap, in R(N), there is a unique affine map, f : ∆p→
R(N), such that f (ei) = ai, for all i, 0≤ i≤ p, namely, the map such that

f (
p

∑
i=0

λiei) =
p

∑
i=0

λiai,

for all λi such that ∑
p
i=0 λi = 1, and λi ≥ 0. This map is called the affine singular

simplex determined by a0, . . . ,ap and it is denoted by l(a0, . . . ,ap). In particular, the
map
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l(e0, . . . , êi, . . . ,ep),

where the hat over ei means that ei is omited, is a map from ∆p−1 onto a face of ∆p.
We can consider it as a map from ∆p−1 to ∆p (although it is defined as a map from
∆p−1 to R(N)) and call it the i-th face of ∆p.

Then, if T : ∆p→ X is a singular p-simplex, we can form the map

T ◦ l(e0, . . . , êi, . . . ,ep) : ∆p−1→ X ,

which is a singular (p−1)-simplex, which we think of as the i-th face of T . Actually,
for p = 1, a singular p-simplex, T : ∆p→ X , can be viewed as curve on X , and its
faces are its two endpoints. For p = 2, a singular p-simplex, T : ∆p → X , can be
viewed as triangular surface patch on X , and its faces are its three boundary curves.
For p = 3, a singular p-simplex, T : ∆p→ X , can be viewed as tetrahedral “volume
patch” on X , and its faces are its four boundary surface patches. We can give similar
higher-order descriptions when p > 3.

We can now define the boundary maps, ∂p : Sp(X)→ Sp−1(X).

Definition 5.5. Given a topological space, X , for every singular p-simplex, T : ∆p→
X , we define the boundary, ∂pT , of T by

∂pT =
p

∑
i=0

(−1)i T ◦ l(e0, . . . , êi, . . . ,ep).

The boundary map, ∂p : Sp(X)→ Sp−1(X), is the unique homomorphism extending
∂p on singular p-simplices. For p≤ 0, ∂p is the null homomorphism. Given a contin-
uous map, f : X→Y , between two topological spaces X and Y , the homomorphism,
f],p : Sp(X)→ Sp(Y ), is defined such that

f],p(T ) = f ◦T,

for every singular p-simplex, T : ∆p→ X .

The next proposition gives the main properties of ∂ .

Proposition 5.6. For every continuous map, f : X → Y , between two topological
spaces, X and Y , the maps f],p and ∂p commute for every p, i.e.,

∂p ◦ f],p = f],p−1 ◦∂p

as shown in the following diagram:

Sp(X)
f],p //

∂p

��

Sp(Y )

∂p

��
Sp−1(X)

f],p−1

// Sp−1(Y )
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We also have ∂p−1 ◦∂p = 0.

Proof. For any singular p-simplex, T : ∆p→ X , we have

∂p f],p(T ) =
p

∑
i=0

(−1)i ( f ◦T )◦ l(e0, . . . , êi, . . . ,ep),

and

f],p−1(∂pT ) =
p

∑
i=0

(−1)i f ◦ (T ◦ l(e0, . . . , êi, . . . ,ep)),

and the equality follows by associativity of composition. We also have

∂pl(a0, . . . ,ap) =
p

∑
i=0

(−1)i l(a0, . . . ,ap)◦ l(e0, . . . , êi, . . . ,ep)

=
p

∑
i=0

(−1)i l(a0, . . . , âi, . . . ,ap),

since the composition of affine maps is affine. Then, we can compute ∂p−1∂pl(a0, . . .,
ap) as we did in Proposition 5.5, and the proof is similar, except that we have to in-
sert an l at appropriate places. The rest of the proof follows from the fact that

∂p−1∂pT = ∂p−1∂p(T](l(e0, . . . ,ep))),

since l(e0, . . . ,ep) is simply the inclusion of ∆p in R(N), and that ∂ commutes with
T]. ut

In view of Proposition 5.6, the image ∂p+1(Sp+1(X)) of ∂p+1 : Sp+1(X)→ Sp(X)
is a subgroup of the kernel ∂−1

p (0) of ∂p : Sp(X)→ Sp−1(X). This motivates the
following definition:

Definition 5.6. Given a topological space, X , the kernel, ∂−1
p (0), of the homomor-

phism,
∂p : Sp(X)→ Sp−1(X), is denoted by Zp(X), and the elements of Zp(X) are called
singular p-cycles. The image, ∂p+1(Sp+1), of the homomorphism, ∂p+1 : Sp+1(X)→
Sp(X), is denoted by Bp(X), and the elements of Bp(X) are called singular p-
boundaries. The p-th singular homology group, Hp(X), is the quotient group

Hp(X) = Zp(X)/Bp(X).

If f : X → Y is a continuous map, the fact that

∂p ◦ f],p = f],p−1 ◦∂p

allows us to define homomorphisms, f∗,p : Hp(X)→ Hp(Y ), and it it easily verified
that

(g◦ f )∗,p = g∗,p ◦ f∗,p
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and that Id∗,p : Hp(X)→ Hp(Y ) is the identity homomorphism when Id : X → Y
is the identity. As a corollary, if f : X → Y is a homeomorphism, then each
f∗,p : Hp(X)→ Hp(Y ) is a group isomorphism. This gives us a way of showing that
two spaces are not homeomorphic, by showing that some homology groups Hp(X)
and Hp(Y ) are not isomorphic.

It turns out that H0(X) is a free abelian group and that if the path components
of X are the family (Xi)i∈I , then H0(X) is isomorphic to the direct sum

⊕
i∈I Z. The

proof is an immediate adaptation of the proof of Proposition 5.7. In particular, if X
is arcwise connected, then H0(X) = Z.

The following important theorem shows the relationship between simplicial ho-
mology and singular homology. The proof is fairly involved, and can be found in
Munkres [9], or Rotman [10].

Theorem 5.1. Given any polytope, X, if X = Kg = K′g is the geometric realization
of any two complexes, K and K′, then

Hp(X) = Hp(K) = Hp(K′),

for all p≥ 0.

Theorem 5.1 implies that Hp(X) is finitely generated for all p≥ 0. It is immediate
that if K has dimension m, then Hp(X) = 0 for p > m, and it can be shown that
Hm(X) is a free abelian group.

A fundamental invariant of finite complexes is the Euler–Poincaré characteristic.

Fig. 5.8 Leonhard Euler, 1707–1783 (left), and Henri Poincaré, 1854–1912 (right).

Definition 5.7. Given a finite complex, K = (V,S ), of dimension m, letting mp be
the number of p-simplices in K, we define the Euler–Poincaré characteristic, χ(K),
of K by

χ(K) =
m

∑
p=0

(−1)p mp.

The following remarkable theorem holds:
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Theorem 5.2. Given a finite complex, K = (V,S ), of dimension m, we have

χ(K) =
m

∑
p=0

(−1)p r(Hp(K)),

the alternating sum of the Betti numbers (the ranks) of the homology groups of K.

Proof. We know that Cp(K) is a free group of rank mp. Since
Hp(K) = Zp(K)/Bp(K), by Proposition 5.3, we have

r(Hp(K)) = r(Zp(K))− r(Bp(K)).

Since we have a short exact sequence

0 −→ Zp(K) −→ Cp(K)
∂p−→ Bp−1(K) −→ 0,

again, by Proposition 5.3, we have

r(Cp(K)) = mp = r(Zp(K))+ r(Bp−1(K)).

Also, note that Bm(K) = 0, and B−1(K) = 0. Then, we have

χ(K) =
m

∑
p=0

(−1)p mp

=
m

∑
p=0

(−1)p (r(Zp(K))+ r(Bp−1(K)))

=
m

∑
p=0

(−1)p r(Zp(K))+
m

∑
p=0

(−1)p r(Bp−1(K)).

Using the fact that Bm(K) = 0, and B−1(K) = 0, we get

χ(K) =
m

∑
p=0

(−1)p r(Zp(K))+
m

∑
p=0

(−1)p+1 r(Bp(K))

=
m

∑
p=0

(−1)p (r(Zp(K))− r(Bp(K)))

=
m

∑
p=0

(−1)p r(Hp(K)).

ut
A striking corollary of Theorem 5.2 (together with Theorem 5.1) is that the

Euler–Poincaré characteristic, χ(K), of a complex of finite dimension m only de-
pends on the geometric realization, Kg, of K, since it only depends on the homology
groups, Hp(K) = Hp(Kg), of the polytope Kg. Thus, the Euler–Poincaré character-
istic is an invariant of all the finite complexes corresponding to the same polytope,
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X = Kg. We can say that it is the Euler–Poincaré characteristic of the polytope,
X = Kg, and denote it by χ(X). In particular, this is true of surfaces that admit a
triangulation, and as we shall see shortly, the Euler–Poincaré characteristic in one
of the major ingredients in the classification of the compact surfaces. In this case,
χ(K) = m0−m1+m2, where m0 is the number of vertices, m1 the number of edges,
and m2 the number of triangles, in K. We warn the reader that Ahlfors and Sario have
flipped the signs and define the Euler–Poincaré characteristic as −m0 +m1−m2.

Going back to the triangulations of the sphere, the torus, the projective space, and
the Klein bottle, we find that they have Euler–Poincaré characteristics 2 (sphere), 0
(torus), 1 (projective space), and 0 (Klein bottle).

At this point, we are ready to compute the homology groups of finite (two-
dimensional) polyhedra.

5.3 Homology Groups of the Finite Polyhedra

Since a polyhedron is the geometric realization of a triangulated 2-complex, it is
possible to determine the homology groups of the (finite) polyhedra. We say that a
triangulated 2-complex K is orientable if its geometric realization Kg is orientable.
We will consider the finite, orientable, and nonorientable, triangulated 2-complexes
with boundary. First, note that Cp(K) is the trivial group for p < 0 and p > 2, and
thus, we just have to consider the cases where p = 0,1,2. We will use the notation
c ∼ c′, to denote that two p-chains are homologous, which means that c = c′ +
∂p+1d, for some (p+1)-chain d.

Our first proposition is just a special case of the fact that H0(X) = Z for an
arcwise connected space X .

Proposition 5.7. For every triangulated 2-complex (finite or not), K, we have
H0(K) = Z.

Proof. When p = 0, we have Z0(K) = C0(K), and thus, H0(K) = C0(K)/B0(K).
Thus, we have to figure out what the 0-boundaries are. If c=∑xi∂ai is a 0-boundary,
each ai is an oriented edge [αi,βi] and we have

c = ∑xi∂ai = ∑xiβi−∑xiαi,

which shows that the sum of all the coefficients of the vertices is 0. Thus, it is
impossible for a 0-chain of the form xα , where x 6= 0, to be homologous to 0. On
the other hand, we claim that α ∼ β for any two vertices α,β . Indeed, since we
assumed that K is connected, there is a path from α to β consisting of edges

[α,α1], . . . , [αn,β ],

and the 1-chain
c = [α,α1]+ . . .+[αn,β ]
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has boundary
∂c = β −α,

which shows that α ∼ β . But then, H0(K) is the infinite cyclic group generated by
any vertex. ut

Next, we determine the groups H2(K).

Proposition 5.8. For every triangulated 2-complex (finite or not), K, either H2(K)=
Z or H2(K) = 0. Furthermore, H2(K) = Z iff K is finite, has no boundary and is
orientable, else H2(K) = 0.

Proof. When p = 2, we have B2(K) = 0 and H2(K) = Z2(K). Thus, we have to
figure out what the 2-cycles are. Consider a 2-chain, c = ∑xiAi, where each Ai is an
oriented triangle, [α0,α1,α2], and assume that c is a cycle, which means that

∂c = ∑xi∂Ai = 0.

Whenever Ai and A j have an edge a in common, the contribution of a to ∂c is either
xia+ x ja, or xia− x ja, or −xia+ x ja, or −xia− x ja, which implies that xi = εx j,
with ε = ±1. Consequently, if Ai and A j are joined by a path of pairwise adjacent
triangles, Ak, all in c, then |xi|= |x j|. However, Proposition 3.6 and Proposition 4.5
imply that any two triangles Ai and A j in K are connected by a sequence of pairwise
adjacent triangles. If some triangle in the path does not belong to c, then there are
two adjacent triangles in the path, Ah and Ak, with Ah in c and Ak not in c such that
all the triangles in the path from Ai to Ah belong to c. But then, Ah has an edge not
adjacent to any other triangle in c, so xh = 0 and thus, xi = 0. The same reasoning
applied to A j shows that x j = 0. If all triangles in the path from Ai to A j belong to
c, then we already know that |xi| = |x j|. Therefore, all xi’s have the same absolute
value. If K is infinite, there must be some Ai in the finite sum which is adjacent
to some triangle A j not in the finite sum and the contribution of the edge common
to Ai and A j to ∂c must be zero, which implies that xi = 0 for all i. Similarly, the
coefficient of every triangle with an edge in the boundary must be zero. Thus, in
these cases, c∼ 0, and H2(K) = 0.

Let us now assume that K is a finite triangulated 2-complex without a boundary.
The above reasoning showed that any nonzero 2-cycle, c, can be written as

c = ∑εixAi,

where x = |xi|> 0 for all i, and εi =±1. Since ∂c = 0, ∑εiAi is also a 2-cycle. For
any other nonzero 2-cycle, ∑yiAi, we can subtract ε1y1(∑εiAi) from ∑yiAi, and we
get the cycle

∑
i6=1

(yi− ε1εiy1)Ai,

in which A1 has coefficient 0. But then, since all the coefficients have the same
absolute value, we must have yi = ε1εiy1 for all i 6= 1, and thus,

∑yiAi = ε1y1(∑εiAi).
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This shows that either H2(K) = 0, or H2(K) = Z. It remains to prove that K is
orientable iff H2(K) = Z.

First, let us assume that H2(K) = Z. In this case, we can choose an orientation
such that ∑Ai is a 2-cycle. Let (α0α1α2) be a 2-simplex in this orientation. We recall
that the corresponding Ag is a triangle. It can therefore be mapped by an affine map f
onto a triangle in the plane (viewed as C), for instance so that α0,α1,α2 correspond
to 0,1, i. This mapping determines an orientation of Ag. It is conceivable that the
orientation would depend on the particular order of the vertices. However, the affine
map which effects a cyclic permutation of 0,1, i can be written explicitly as

(x,y) 7→ (1− x− y,x),

and it is readily seen to be sense-preserving. Therefore, we obtain a definite orien-
tation of the interior of each 2-simplex.

The (open) stars of the vertices of the complex form an open cover of Kg and we
will show that this cover permits a compatible orientation.

It is easy to show that St α0 is homeomorphic with an open disk. Hence, ev-
ery star is orientable, and the orientation of an Ag ⊆ St α determines an orientation
of the star. It must be shown that different Ag determine the same orientation, and
for that purpose it is sufficient to consider two adjacent triangles Ag,A′g in St α0.
If the common side is (α0α1), the orientation must be of the form A = (α0α1α2),
A′ = (α0α3α1), and we denote the corresponding affine mappings by f , f ′. A home-
omorhism h of Ag∪A′g into the plane can be constructed by setting h = f on Ag and
h = σ ◦ f ′ on A′g, where σ is given by z 7→ −iz. The orientation defined by h and
f ′ agree in A′g because σ is sense-preserving. It follows that the orientation of St α0
defined by f and f ′ are the same.

We have now obtained orientations of all stars. Moreover, two open stars are
either disjoint or have a connected intersection which contains the interior of an Ag.
We know that the orientations agree on Ag. Hence, Kg is an orientable surface.

Conversely, assume that Kg is orientable. In this case we can choose the affine
map f of Ag so that it agrees with the orientation of Kg. This determines an order
(α0α1α2) of the vertices. If an adjacent A′g were ordered by (α0α1α3) we could map
Ag ∪A′g by h = f on Ag and h = σ ′ ◦ f ′ on A′g, where σ ′ is the mapping given by
z 7→ z. But σ ′ is sense-reversing, so that f ′ would not agree with h hence not with
the orientation of Kg. It follows that A′g is ordered by (α0α3α1), and the common
side (α0α1) cancels from the boundary. Thus ∑Ai is a cycle, and H2(K) = Z.

The same reasoning applies to the case of a finite complex with boundary. It is
found that Kg is orientable iff the 2-simplicies can be oriented so that the boundary
of ∑Ai consists of only boundary simplicies. ut

Finally, we need to determine H1(K).

Proposition 5.9. For every finite triangulated 2-complex, K, either H1(K) = Zm1

or H1(K) = Zm1 ⊕Z/2Z, the second case occurring iff K has no boundary and is
nonorientable.
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Proof. The first step is to determine the torsion subgroup of H1(K). Let c be a 1-
cycle, and assume that mc ∼ 0 for some m > 0, i.e., there is some 2-chain, ∑xiAi,
such that mc = ∑xi∂Ai. If Ai and A j have a common edge, a, the contribution of a to
∑xi∂Ai is either xia+x ja, or xia−x ja, or −xia+x ja, or −xia−x ja, which implies
that either xi ≡ x j (mod m), or xi ≡ −x j (mod m). Because of the connectedness of
K, the above actually holds for all i, j. If K has a boundary, there is some Ai which
contains a boundary edge not adjacent to any other triangle, and thus, xi must be
divisible by m, which implies that every xi is divisible by m. Thus, c∼ 0. Note that
a similar reasoning applies when K is infinite but we are not considering this case.
If K has no boundary and is orientable, by a previous remark, we can assume that
∑Ai is a cycle. Then, ∑∂Ai = 0, and we can write

mc = ∑(xi− x1)∂Ai.

Due to the connectness of K, the above argument shows that every xi−x1 is divisible
by m, which shows that c∼ 0. Thus, the torsion group is 0.

Let us now assume that K has no boundary and is nonorientable. Then, by a
previous remark, there are no 2-cycles except 0. Thus, the coefficients in ∑∂Ai
must be either 0 or ±2. Let ∑∂Ai = 2z. Then, 2z∼ 0, but z is not homologous to 0,
since from z = ∑xi∂Ai, we would get ∑(2xi− 1)∂Ai ∼ 0, contrary to the fact that
there are no 2-cycles except 0. Thus, z is of order 2.

Consider again mc = ∑xi∂Ai. Since xi ≡ x j (modm), or xi ≡−x j (modm), for all
i, j, we can write

mc = x1 ∑εi∂Ai +m∑ ti∂Ai,

with εi =±1, and at least some coefficient of ∑εi∂Ai is ±2, since otherwise ∑εiAi
would be a nonnull 2-cycle. But then, 2x1 is divisible by m, and this implies that
2c∼ 0. If 2c = ∑ui∂Ai, the ui are either all odd or all even. If they are all even, we
get c∼ 0, and if they are all odd, we get c∼ z. Hence, z is the only element of finite
order, and the torsion group of Z/2Z.

Finally, having determined the torsion group of H1(K), by the corollary of Propo-
sition 5.2, we know that H1(K) = Zm1 ⊕T , where m1 is the rank of H1(K), and the
proposition follows. ut

Remark: The determination of H1(K) for infinite, orientable, open triangulated 2-
complexes can be found in Ahlfors and Sario [1]. In this case, H1(K) is a free group
with a countable basis.

Recalling Proposition 5.2, the Euler–Poincaré characteristic χ(K) is given by

χ(K) = r(H0(K))− r(H1(K))+ r(H2(K)),

and we have determined that r(H0(K)) = 1 and either r(H2(K)) = 0 when K has a
boundary or has no boundary and is nonorientable, or r(H2(K)) = 1 when K has no
boundary and is orientable.

Thus, the rank m1 of H1(K) is either
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m1 = 2−χ(K)

if K has no boundary and is orientable, and

m1 = 1−χ(K)

otherwise. This implies that χ(K)≤ 2.
We will now prove the classification theorem for compact (two-dimensional)

polyhedra.
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Chapter 6
The Classification Theorem for Compact
Surfaces

6.1 Cell Complexes

It is remarkable that the compact (two-dimensional) polyhedra can be characterized
up to homeomorphism. This situation is exceptional, as such a result is known to be
essentially impossible for compact m-manifolds for m ≥ 4, and still open for com-
pact 3-manifolds (although some progress has been made recently with the proof of
the Poincaré conjecture).

One of the reasons why there is a classification theorem for surfaces is that sur-
faces can be triangulated. In fact, it is possible to characterize the compact (two-
dimensional) polyhedra in terms of a simple extension of the notion of a complex,
called cell complex by Ahlfors and Sario. What happens is that it is possible to de-
fine an equivalence relation on cell complexes, and it can be shown that every cell
complex is equivalent to some specific normal form. Furthermore, every cell com-
plex has a geometric realization which is a surface, and equivalent cell complexes
have homeomorphic geometric realizations. Also, every cell complex is equivalent
to a triangulated 2-complex. Finally, we can show that the geometric realizations of
distinct normal forms are not homeomorphic. This is one of the deeper steps of the
proof, in the sense that it requires more sophisticated machinery such as homology
or the fundamental group.

Fig. 6.1 Lars Ahlfors, 1907–1996.

79
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The first step is to define cell complexes. The intuitive idea is to generalize a
little bit the notion of a triangulation, and consider objects made of oriented faces,
each face having some boundary. A boundary is a cyclically ordered list of oriented
edges. We can think of each face as a circular closed disk, and of the edges in a
boundary as circular arcs on the boundaries of these disks. A cell complex represents
the surface obtained by identifying identical boundary edges.

Technically, in order to deal with the notion of orientation, given any set, X , it is
convenient to introduce the set, X−1 = {x−1 | x ∈ X}, of formal inverses of elements
in X , where it is assumed that X∩X−1 = /0. We will say that the elements of X∪X−1

are oriented. It is also convenient to assume that (x−1)−1 = x, for every x ∈ X . It
turns out that cell complexes can be defined using only faces and boundaries, and
that the notion of a vertex can be defined from the way edges occur in boundaries.
This way of dealing with vertices is a bit counterintuitive, but we haven’t found a
better way to present cell complexes. We now give precise definitions.

Definition 6.1. A cell complex, K, consists of a triple, K = (F,E,B), where F is a fi-
nite nonempty set of faces, E is a finite set of edges, and B : (F∪F−1)→ (E∪E−1)∗

is the boundary function, which assigns to each oriented face, A ∈ F ∪F−1, a cycli-
cally ordered, sequence a1 . . .an, of oriented edges in E ∪E−1, the boundary of A,
in such a way that B(A−1) = a−1

n . . .a−1
1 (the reversal of the sequence a−1

1 . . .a−1
n ).

For all A1,A2 ∈ F , if A1 6= A2, then B(A1) 6= B(A2) (distinct faces have distinct
boundaries). By a cyclically ordered sequence, we mean that we do not distinguish
between the sequence a1 . . .an and any sequence obtained from it by a cyclic permu-
tation. In particular, the successor of an is a1. Furthermore, the following conditions
must hold:

(1) Every oriented edge, a ∈ E ∪E−1, occurs either once or twice as an element of a
boundary. In particular, this means that if a occurs twice in some boundary, then
it does not occur in any other boundary.

(2) K is connected. This means that K is not the union of two disjoint systems satis-
fying condition (1).

It is possible that F = {A} and E = /0, in which case B(A) = B(A−1) = ε , the
empty sequence.

For short, we will often say face and edge, rather than oriented face or oriented
edge.

As we said earlier, the notion of a vertex is defined in terms of faces and bound-
aries. The intuition is that a vertex is adjacent to pairs of incoming and outgoing
edges. Using inverses of edges, we can define a vertex as the sequence of incoming
edges into that vertex. When the vertex is not a boundary vertex, these edges form
a cyclic sequence, and when the vertex is a boundary vertex, such a sequence has
two endpoints with no successors. The definition of a vertex given in Ahlfors and
Sario [1] (see 39C) does not stipulate explicitly some of the conditions that a vertex
should satisfy so we give a more detailed definition of a vertex.

Definition 6.2. Given a cell complex, K = (F,E,B), for any edge, a ∈ E ∪E−1, a
successor of a is an edge b such that b is the successor of a in some boundary
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B(A) (the string ab occurs in some boundary). If a occurs in two placesin the set of
boundaries, it has a a pair of successors (possibly identical) and otherwise, it has
a single successor. A one-element sequence, α = (a), is an inner vertex iff aa−1

occurs in a single boundary (in this case, a does not appear in any other boundary);
the cyclically ordered set, α = (a,b) (a 6= b), is an inner vertex iff either b = a−1

and if there is a face whose boundary is aa, or b 6= a−1 and ab−1 occurs twice in the
set of boundaries; a cyclically ordered set, α = (a1, . . . ,an), with n≥ 3, is an inner
vertex if every ai occurs in two places in the set of boundaries, if the successors of
each ai occur in α , and if ai has a−1

i−1 and a−1
i+1 as pair of successors; see Figure 6.2

(note that a1 has a−1
n and a−1

2 as pair of successors, and an has a−1
n−1 and a−1

1 as pair
of successors). A boundary vertex is a cyclically ordered set, α = (a1, . . . ,an), with
n≥ 2 such that the above condition holds for all i, with 2≤ i≤ n−1, while a1 and
an occur once in the set of boundaries, a1 has a−1

2 as only successor, and an has
a−1

n−1 as only successor. We consider that (a1, . . . ,an) and (an, . . . ,a1) represent the
same vertex. An edge, a ∈ E ∪E−1, is a boundary edge if it occurs once in a single
boundary, and otherwise, an inner edge.

1

ai

a
i+

1 a i−
1

Fig. 6.2 An inner vertex (n≥ 3).

For example, if K has a single face with boundary aba−1b−1, then K has a single
inner vertex, (a−1,b,a,b−1), as illustrated in Figure 6.3 (a).

1

a

a

b b

(a)

b

a

a b

(b)

a

a

b b

(c)

Fig. 6.3 (a) A torus (boundary aba−1b−1). (b) A Klein bottle (boundary aabb). (c) A projective
plane (boundary abab).
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The corresponding surface is the torus. If K has a single face with boundary aabb,
then K has a single inner vertex, (a−1,a,b−1,b), as illustrated in Figure 6.3 (b), and
the corresponding surface is the Klein bottle. If K has a single face with boundary
abab, then K has two inner vertices (b−1,a) and (a−1,b), as illustrated in Figure 6.3
(c). The corresponding surface is the projective plane.

If K has a single face with boundary aa−1, then K has a single inner vertex, (a),
as illustrated in Figure 6.4 (a), and the corresponding surface is the sphere. If K
has a single face with boundary aa, then K has a single inner vertex, (a−1,a), as
illustrated in Figure 6.4 (b), and the corresponding surface is again the projective
plane. 1

a

a

(a)

a

a

(b)

Fig. 6.4 (a) A sphere (boundary aa−1). (b) A projective plane (boundary aa).

If K has a single face with boundary aah, then K has no inner vertex and one
boundary vertex, (h,a−1,a,h−1); see Figure 6.5 (a). The corresponding surface is
the Möbius strip. If K has a single face with boundary aachc−1, then K has one
inner vertex (a−1,a,c−1), and one boundary vertex, (h,c,h−1); see Figure 6.5 (b).
The corresponding surface is again the Möbius strip.

1

a

h

a

(a)

a
c

h

c
a

(b)

Fig. 6.5 (a) A Möbius strip (boundary aah). (b) Another Möbius strip (boundary aachc−1).
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Given any edge, a ∈ E ∪E−1, we can determine a unique vertex, α , as follows:
The neighbors of a in the vertex α are the inverses of its successor(s). Repeat this
step in both directions until either the cycle closes or we hit sides with only one
successor. The vertex α in question is the list of the incoming edges into it. For this
reason, we say that a leads to α . Note that when a vertex, α = (a), contains a single
edge, a, there must be a unique occurrence of the form aa−1 in some boundary.
Also, if ab with a 6= b occurs only once (in a single boundary), then (a,b−1) is a
boundary vertex.

Vertices can also characterized in another way which will be useful later on.
Intuitively, two edges a and b are equivalent iff they have the same terminal vertex.

We define a relation, λ , on edges as follows: aλb iff b−1 is the successor of a in
some boundary.

Note that this relation is symmetric. Indeed, if ab−1 appears in the boundary of
some face A, then ba−1 appears in the boundary of A−1. Let Λ be the reflexive and
transitive closure of λ . Since λ is symmetric, Λ is an equivalence relation.

We leave as a simple exercise to prove that the equivalence class of an edge, a, is
the vertex, α , that a leads to. Thus, vertices induce a partition of E ∪E−1. We say
that an edge, a, is an edge from a vertex α to a vertex β if a−1 ∈ α and a ∈ β . Then,
by a familiar reasoning, we can show that the fact that K is connected implies that
there is a path between any two vertices.

Figure 6.6 shows a cell complex with boundary. The cell complex has three faces
with boundaries abc, bed−1, and ad f−1. It has one inner vertex b−1ad−1, and three
boundary vertices ed f , c−1be−1, and ca−1 f−1.

1

a

bc d

df

e

Fig. 6.6 A cell complex with boundary.
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If we fold the above cell complex by identifying the two edges labeled d, we get
a tetrahedron with one face omitted, the face opposite the inner vertex, the endpoint
of edge a.

There is a natural way to view a triangulated complex as a cell complex, and it
is not hard to see that the following conditions allow us to view a cell complex as a
triangulated complex:

(C1) If a,b are distinct edges leading to the same vertex, then a−1 and b−1 lead to
distinct vertices.

(C2) The boundary of every face is a triple, abc.
(C3) Different faces have different boundaries.

We leave as an exercise to prove that a and a−1 cannot lead to the same vertex
and that in a face, abc, the edges a,b,c are distinct.

6.2 Normal Form for Cell Complexes

We now introduce a notion of elementary subdivision of cell complexes which is
crucial in obtaining the classification theorem.

Definition 6.3. Given any two cells complexes, K and K′, we say that K′ is an el-
ementary subdivision of K if K′ is obtained from K by one of the following two
operations:

(P1) Any two edges, a and a−1, in K are replaced by bc and c−1b−1 in all boundaries,
where b,c are distinct edges of K′ not in K.

(P2) Any face, A, in K with boundary, a1 . . .apap+1 . . .an, is replaced by two faces, A′

and A′′, in K′, with boundaries, a1 . . .apd and d−1ap+1 . . .an, where d is an edge
in K′ not in K. Of course, the corresponding replacement is applied to A−1.

We say that a cell complex, K′, is a refinement of a cell complex, K, if K and K′ are
related in the reflexive and transitive closure of the elementary subdivision relation,
and we say that K and K′ are equivalent if they are related in the least equivalence
relation containing the elementary subdivision relation.

Operation (P1) is Seifert and Threlfall’s cutting of dimension 1, and operation
(P2) illustrated in Figure 6.7 is Seifert and Threlfall’s cutting of dimension 2; see
Seifert and Threlfall [19], Chapter VI, Section 37.

For example, if we apply (P1) twice to the cell complex for the projective plane
shown in Figure 6.8 (a), we get the cell complex shown in Figure 6.8 (b).

As another example, we can apply (P2) to the cell complex, K, consisting of
a single face with boundary aba−1b to obtain a cell complex with two faces with
boundaries, abc and c−1a−1b. Then, we can glue these two faces along the edge
labeled b using (P2)−1, and we get a cell complex with boundary aacc, that is, a
Klein bottle. This sequence of operations is shown in Figure 6.9.
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a1

a2

a3

ap

ap+1

an

d (P2)

a1

a2

a3

ap

d

ap+1

an

d

Fig. 6.7 Rule (P2). 1

a

a

(a) =⇒
b

b

c c

(b)

Fig. 6.8 Example of elementary subdivision (P1).
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(b)

c

=⇒
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c c

a

b

(c)

Fig. 6.9 Example of elementary subdivision (P2) and its inverse.

As we will see shortly, every cell complex is equivalent to some special cell com-
plex in normal form. First, we show that a topological space, |K|, can be associated
with a cell complex, K, that this space is the same for all cell complexes equivalent
to K, and that it is a surface.

Given a cell complex, K, we associate with K a topological space, |K|, as follows.
Let us first assume that no face has the empty sequence as a boundary. Then, we
assign to each face, A, a circular disk, and if the boundary of A is a1 . . .am, we
divide the boundary of the disk into m oriented arcs. These arcs, in clockwise order,
are named a1 . . .am, while the opposite arcs are named a−1

1 . . .a−1
m . We then form
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the quotient space obtained by identifying arcs having the same name in the various
disks (this requires using homeomorphisms between arcs named identically, etc.).

We leave as an exercise to prove that equivalent cell complexes are mapped to
homeomorphic spaces, and that if K represents a triangulated complex, then |K| is
homeomorphic to Kg.

When K has a single face A with the null boundary, by (P2), K is equivalent to the
cell complex with two faces, A′,A′′, where A′ has boundary d and A′′ has boundary
d−1. In this case, |K| must be homeomorphic to a sphere.

In order to show that the space, |K|, associated with a cell complex is a surface,
we prove that every cell complex can be refined to a triangulated 2-complex.

Proposition 6.1. Every cell complex, K, can be refined to a triangulated 2-complex.

Proof. The idea is to subdivide the cell complex by adding new edges. Informally,
it is helpful to view the process as adding new vertices and new edges, but since
vertices are not primitive objects, this must be done via the refinement operations
(P1) and (P2). To carry this out is a bit tedious, and we describe the refinement
method assuming that vertices are primitive objects. The process of systematically
replacing vertices by sequences of edges is not hard but cumbersome. It is given in
Ahlfors and Sario [1].

The first step is to split every edge a into two edges b and c where b 6= c, using
(P1), introducing new boundary vertices (b,c−1). The effect is that a and a−1 lead
to distinct vertices for every (new) edge a. Then, for every boundary B = a1 . . .an,
we have n ≥ 2, and intuitively we create a “central vertex”, γ = (d1, . . . ,dn), and
we join this vertex γ to every vertex including the newly created vertices (except
γ itself). This is done as follows: first, using (P2), split the boundary B = a1 . . .an
into a1d and d−1a2 . . .an, and then using (P1), split d into d1d−1

n , getting boundaries
d−1

n a1d1 and d−1
1 a2 . . .andn. Applying (P2) to the boundary d−1

1 a2 . . .andn, we get
the boundaries d−1

1 a2d2, d−1
2 a3d3, . . ., d−1

n−1andn, and γ = (d1, . . . ,dn) is indeed an
inner vertex. At the end of this step, (C2) and (C3) are satisfied, but (C1) may not.
Finally, we split each new triangular boundary, a1a2a3, into four subtriangles, by
joining the middles of its three sides. This is done by getting b1c1b2c2b3c3, using
(P1), and then c1b2d3, c2b3d1, c3b1d2, and d−1

1 d−1
2 d−1

3 , using (P2). The resulting
cell complex also satisfies (C1) and, in fact, what we have done is to provide a
triangulation. ut

The steps described in Proposition 6.1 are illustrated in Figure 6.10 in the case
of a cell complex with boundary aba−1b−1 describing a torus.

Next, we need to define cell complexes in normal form. First, we need to define
what we mean by orientability of a cell complex, and to explain how we compute
its Euler–Poincaré characteristic.

Definition 6.4. Given a cell complex, K = (F,E,B), an orientation of K is a set of
faces {Aε | A ∈ F}, where each face Aε is obtained by choosing one of the two ori-
ented faces A,A−1 for every face A ∈ F , that is, Aε = A or Aε = A−1. An orientation
is coherent if every edge a in E ∪E−1 occurs at most once in the set of bound-
aries of the faces in {Aε | A ∈ F}. In other words, for every edge, a, if a occurs
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Fig. 6.10 Refining a cell complex into a triangulation.

twice in the set of boundaries of faces in F , then a occurs in the boundary of a face
A1 ∈ {Aε | A∈ F} and in the boundary of a face A−1

2 ∈ {Aε | A∈ F}. A cell complex
K is orientable if is has some coherent orientation. A contour of a cell complex is a
cyclically ordered sequence, (a1, . . . ,an), of edges such that ai and a−1

i+1 lead to the
same vertex and the ai belong to a single boundary.

For example, the cell complex K with a single face A whose boundary is given by
B(A) = aba−1b−1 is orientable. However, the cell complex K with a single face A
whose boundary is given by B(A) = aabb is not orientable. The cell complex K with
two faces A1 and A2 whose boundaries are given by B(A1) = abc and B(A2) = a−1de
is orientable since we can pick the orientation {A1,A2}. The cell complex K with
two faces A1 and A2 whose boundaries are given by B(A1) = abc and B(A2) =
bac is orientable since we can pick the orientation {A1,A−1

2 }. Indeed, B(A−1
2 ) =

c−1a−1b−1 and every oriented edge occurs once in the faces in {A1,A−1
2 }; see Figure

6.11. Note that the orientation of A2 is the opposite of the orientation shown on the
Figure, which is the orientation of A1. The cell complex in Figure 6.6 has three faces
A1,A2,A3 with boundaries B(A1) = abc, B(A2) = bed−1, and B(A3) = ad f−1. It is
orientable with respect to the orientation {A1,A−1

2 ,A−1
3 }. On the other hand, the cell

complex K with two faces A1 and A2 whose boundaries are given by B(A1) = abc
and B(A2) = c−1ba is not orientable, because the orientations for which a and b
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a

a

b b
c

c

Fig. 6.11 An orientable cell complex with B(A1) = abc and B(A2) = bac.

occur only once are {A1,A−1
2 } and {A−1

1 ,A2}, but for the first orientation c occurs
twice, and for the second orientation c−1 occurs twice.

Observe that for an orientation of K to be coherent, for every pair of faces, A1 and
A2 sharing an edge a, the faces A1 and A2 have to be oriented in such a way that a
occurs in opposite directions in the boundaries B(A1) and B(A2), and the “external”
boundaries of K do not contain two occurrences of the same edge (oriented the same
way).

It is easily seen that equivalence of cell complexes preserves orientability. In
counting contours, we do not distinguish between (a1, . . . ,an) and (a−1

n , . . . ,a−1
1 ). It

is easily verified that (P1) and (P2) do not change the number of contours.
Given a cell complex, K = (F,E,B), the number of vertices is denoted as n0, the

number n1 of edges is the number of elements in E, and the number n2 of faces is
the number of elements in F . The Euler–Poincaré characteristic of K is n0−n1+n2.
It is easily seen that (P1) increases n1 by 1, creates one more vertex, and leaves
n2 unchanged. Also, (P2) increases n1 and n2 by 1 and leaves n0 unchanged. Thus,
equivalence preserves the Euler–Poincaré characteristic. However, we need a small
adjustment in the case where K has a single face A with the null boundary. In this
case, we agree that K has the “null vertex”, ε . We now define the normal forms of
cell complexes. As we shall see, these normal forms have a single face and a single
inner vertex.

Definition 6.5. A cell complex in normal form, or canonical cell complex is a cell
complex, K = (F,E,B), where F = {A} is a singleton set, and either

(I) E = {a1, . . . ,ap,b1, . . . ,bp,c1, . . . ,cq,h1, . . . ,hq} and

B(A) = a1b1a−1
1 b−1

1 · · ·apbpa−1
p b−1

p c1h1c−1
1 · · ·cqhqc−1

q ,

where p≥ 0, q≥ 0, or
(II) E = {a1, . . . ,ap,c1, . . . ,cq,h1, . . . ,hq} and

B(A) = a1a1 · · ·apapc1h1c−1
1 · · ·cqhqc−1

q ,
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where p≥ 1, q≥ 0.

Some examples of normal forms of surfaces without boundaries are shown in
Figure 6.12.

1

a1

b1a1

b1

a2

b2 a2

b2

(a)

a1

a1

a2

a2

a3

a3

(b)

Fig. 6.12 Examples of Normal Forms: (a) Type I; (b) Type II.

Observe that canonical complexes of type (I) are orientable, whereas canonical
complexes of type (II) are not. The sequences cihic−1

i yield q boundary vertices,
(hi,ci,h−1

i ), and thus q contours (hi), and in case (I), the single inner vertex,

(a−1
1 ,b1,a1,b−1

1 . . . ,a−1
p ,bp,ap,b−1

p ,c−1
1 , . . . ,c−1

q ),

and in case (II), the single inner vertex,

(a−1
1 ,a1, . . . ,a−1

p ,ap,c−1
1 , . . . ,c−1

q ).

Thus, in case (I), there are q+1 vertices, 2p+2q sides, and one face, and the Euler–
Poincaré characteristic is q+1− (2p+2q)+1 = 2−2p−q, that is,

χ(K) = 2−2p−q,

and in case (II), there are q+1 vertices, p+2q sides, and one face, and the Euler–
Poincaré characteristic is q+1− (p+2q)+1 = 2− p−q, that is,

χ(K) = 2− p−q.

Note that when p = q = 0, we do get χ(K) = 2, which agrees with the fact that in
this case, we assumed the existence of a null vertex and there is one face. This is the
case of the sphere.

The above shows that distinct canonical complexes, K1 and K2, are inequivalent,
since otherwise |K1| and |K2| would be homeomorphic, which would imply that K1
and K2 have the same number of contours, the same kind of orientability, and the
same Euler–Poincaré characteristic.
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It remains to prove that every cell complex is equivalent to a canonical cell com-
plex, but first, it is helpful to give more intuition regarding the nature of the canonical
complexes.

If a canonical cell complex has the boundary, B(A) = a1b1a−1
1 b−1

1 , we can think
of the face A as a square whose opposite edges are oriented the same way, and
labeled the same way, so that by identification of the opposite edges labeled a1 and
then of the edges labeled b1, we get a surface homeomorphic to a torus. Figure 6.13
shows such a cell complex. 1

a1

a1

b1 b1

Fig. 6.13 A cell complex corresponding to a torus.

If we start with a sphere and glue a torus onto the surface of the sphere by remov-
ing some small disk from both the sphere and the torus and gluing along the bound-
aries of the holes, it is as if we had added a handle to the sphere. For this reason,
the string a1b1a−1

1 b−1
1 is called a handle. A canonical cell complex with boundary

a1b1a−1
1 b−1

1 · · ·apbpa−1
p b−1

p can be viewed as the result of attaching p handles to a
sphere.

If a canonical cell complex has the boundary, B(A) = a1a1, we can think of the
face A as a circular disk whose boundary is divided into two semi-circles both la-
beled a1. The corresponding surface is obtained by identifying diametrically op-
posed points on the boundary and thus, it is homeomorphic to the projective plane.
Figure 6.14 illustrates this situation. 1

a1

a1

Fig. 6.14 A cell complex corresponding to a projective plane.
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There is a way of performing such an identification resulting in a surface with
self-intersection called a cross-cap. As pointed out in Section 1.2, a nice description
of the process of getting a cross-cap is given in Hilbert and Cohn–Vossen [11]; see
Note F.2. A string of the form aa is called a cross-cap. Generally, a canonical cell
complex with boundary a1a1 · · ·apap can be viewed as the result of forming p ≥ 1
cross-caps, starting from a circular disk with p− 1 circular holes, and performing
the cross-cap identifications on all p boundaries, including the original disk itself.

A string of the form c1h1c−1
1 occurring in a boundary can be interpreted as a

hole with boundary h1. For instance, if the boundary of a canonical cell complex is
c1h1c−1

1 , splitting the face A into the two faces A′ and A′′ with boundaries c1h1c−1
1 d

and d−1, we can view the face A′ as a disk with boundary d in which a small circular
disk has been removed. Choosing any point on the boundary d of A′, we can join
this point to the boundary h1 of the small circle by an edge c1, and we get a path
c1h1c−1

1 d. The path is a closed loop, and a string of the form c1h1c−1
1 is called a

loop. Figure 6.15 illustrates this situation.
1

h1

c−1
1 c1

d

Fig. 6.15 A disk with a hole.

We now prove a combinatorial lemma which is the key to the classification of the
compact surfaces. First, note that the inverse of the reduction step (P1), denoted by
(P1)−1, applies to a string of edges bc provided that b 6= c and (b,c−1) is a vertex.
The result is that such a boundary vertex is eliminated. The inverse of the reduction
step (P2), denoted by (P2)−1, applies to two faces A1 and A2 such that A1 6= A2,
A1 6= A−1

2 , and B(A1) contains some edge d and B(A2) contains the edge d−1. The
result is that d (and d−1) is eliminated.

As a preview of the proof, we show that the cell complex with boundary abac
shown in Figure 6.16, and obviously corresponding to a Möbius strip, is equivalent
to the cell complex of type (II) with boundary aachc−1.

First using (P2), we split abac into abd and d−1ac. Since abd = bda and the
inverse face of d−1ac is c−1a−1d = a−1dc−1, by applying (P2)−1, we get bddc−1 =
ddc−1b. We can now apply (P1)−1, getting ddk. We are almost there, except that the
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1

a

b

a

c

Fig. 6.16 A cell complex corresponding to a Möbius strip.

complex with boundary ddk has no inner vertex. We can introduce one as follows.
Split d into bc, getting bcbck = cbckb. Next, apply (P2), getting cba and a−1ckb.
Since cba= bac and the inverse face of a−1ckb is b−1k−1c−1a= c−1ab−1k−1, by ap-
plying (P2)−1 again, we get baab−1k−1 = aab−1k−1b, which is of the form aachc−1,
with c = b−1 and h = k−1. Thus, the canonical cell complex with boundary aachc−1

has the Möbius strip as its geometric realization. Intuitively, this corresponds to
cutting out a small circular disk in a projective plane. This process is very nicely
described in Hilbert and Cohn–Vossen [11].

Lemma 6.1. Every cell complex, K, is equivalent to some canonical cell complex.

Proof. The proof proceeds by steps that bring the original cell complex closer to
normal form. We use the same steps as in the proof given in Ahlfors and Sario [1].

Step 1. Elimination of strings aa−1 in boundaries.
Given a boundary of the form aa−1X , where X denotes some string of edges

(possibly empty), we can use (P2) to replace aa−1X by the two boundaries ad and
d−1a−1X , where d is new. But then, using (P1), we can contract ad to a new edge
c (and d−1a−1 to c−1). Now, using (P2)−1, we can eliminate c. The net result is the
elimination of aa−1.

Step 2. Vertex Reduction.
If p = 0,q = 0, there is only the empty vertex and there is nothing to do. Other-

wise, the purpose of this step is to obtain a cell complex with a single inner vertex
and where boundary vertices correspond to loops. First, we perform step 1 until all
occurrences of the form aa−1 have been eliminated.

Consider an inner vertex, α = (b1, . . . ,bm). If b−1
i also belongs to α for all i,

1 ≤ i ≤ m, and there is another inner vertex, β , since all vertices are connected,
there is some inner vertex, δ 6= α , directly connected to α , which means that either
some bi or b−1

i belongs to δ . But since the vertices form a partition of E ∪E−1,
α = δ , a contradiction.

Thus, if α = (b1, . . . ,bm) is not the only inner vertex, we can assume by relabel-
ing that b−1

1 does not belong to α . Also, we must have m≥ 2, since otherwise there
would be a string b1b−1

1 in some boundary, contrary to the fact that we performed
step 1 all the way. Thus, there is a string b1b−1

2 in some boundary. We claim that
we can eliminate b2. Indeed, since α is an inner vertex, b2 must occur twice in the
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set of boundaries, and thus, since b−1
2 is a successor of b1, there are boundaries of

the form b1b−1
2 X1 and b2X2, and using (P2), we can split b1b−1

2 X1 into b1b−1
2 c and

c−1X1, where c is new. Since b2 differs from b1,b−1
1 ,c,c−1, we can eliminate b2 by

(P2)−1 applied to b2X2 = X2b2 and b1b−1
2 c = b−1

2 cb1, getting X2cb1 = cb1X2. This
has the effect of shrinking α . Indeed, the existence of the boundary cb1X2 implies
that c and b−1

1 lead to the same vertex, and the existence of the boundary b1b−1
2 c

implies that c−1 and b−1
2 lead to the same vertex, and if b−1

2 does not belong to α ,
then b2 is dropped, or if b−1

2 belongs to α , then c−1 is added to α , but both b2 and
b−1

2 are dropped.
This process can be repeated until α = (b1), at which stage, b1, is eliminated

using step 1. Thus, it is possible to eliminate all inner vertices except one. In the
event that there was no inner vertex, we can always create one using (P1) and (P2)
as in the proof of Proposition 6.1. Thus, from now on, we will assume that there is
a single inner vertex.

We now show that boundary vertices can be reduced to the form (h,c,h−1). The
previous argument shows that we can assume that there is a single inner vertex α .
A boundary vertex is of the form, β = (h,b1, . . . ,bm,k), where h,k are boundary
edges, and the bi are inner edges. We claim that there is some boundary vertex,
β = (h,b1, . . . ,bm,k), where some b−1

i belongs to the inner vertex, α . Indeed, since
K is connected, every boundary vertex is connected to α , and thus, there is a least
one boundary vertex, β = (h,b1, . . . ,bm,k), directly connected to α by some edge.
Observe that h−1 and b−1

1 lead to the same vertex and, similarly, b−1
m and k−1 lead

to the same vertex. Thus, if no b−1
i belongs to α , either h−1 or k−1 belongs to α ,

which would imply that either b−1
1 or b−1

m is in α . Thus, such an edge from β to α

must be one of the b−1
i . Then by the reasoning used in the case of an inner vertex,

we can eliminate all b j except bi, and the resulting vertex is of the form (h,bi,k).
If h 6= k−1, we can also eliminate bi since h−1 does not belong to (h,bi,k), and the
vertex (h,k) can be eliminated using (P1)−1.

We can show that reducing a boundary vertex to the form (h,c,h−1) does not
undo the reductions already performed, and thus at the end of step 2, we either
obtain a cell complex with a null inner node and loop vertices, or a single inner
vertex and loop vertices.

This is because if there is a vertex (h,c,h−1), then there must be a string chc−1

in the boundaries. Such a succession, which we call a loop, remains unaffected by
any operation which does not involve h or c. Because c,h and h−1 lead to the vertex
that has already been reduced, while c−1 leads to α0, we see that h and c are not
involved in any further reductions.

Step 3. Reduction to a single face and introduction of cross-caps.
We may still have several faces. We claim that if there are at least two faces,

then for every face, A, there is some face, B, such that B 6= A, B 6= A−1, and there is
some edge, a, both in the boundary of A and in the boundary of B. If this was not
the case, there would be some face, A, such that for every face, B, such that B 6= A
and B 6= A−1, every edge, a, in the boundary of B does not belong to the boundary
of A. Then, every inner edge, a, occurring in the boundary of A must have both of
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its occurrences in the boundary of A, and of course, every boundary edge in the
boundary of A occurs once in the boundary of A alone. But then, the cell complex
consisting of the face A alone and the edges occurring in its boundary would form a
proper subsystem of K, contradicting the fact that K is connected.

Thus, if there are at least two faces, from the above claim and using (P2)−1, we
can reduce the number of faces down to one. It is a simple matter to check that no
new vertices are introduced and that loops are unaffected.

Next, if some boundary contains two occurrences of the same edge, a, i.e., it is of
the form, aXaY , where X ,Y denote strings of edges, with X ,Y 6= ε , we show how to
make the two occurrences of a adjacent. Symbolically, we show that the following
pseudo-rewrite rule is admissible:

aXaY ' bbY−1X , or aaXY ' bY bX−1.

Indeed, aXaY can be split into aXb and b−1aY , and since we also have the boundary

(b−1aY )−1 = Y−1a−1b = a−1bY−1,

together with aXb = Xba, we can apply (P2)−1 to Xba and a−1bY−1, obtaining
XbbY−1 = bbY−1X , as claimed. Thus, we can introduce cross-caps.

Using the formal rule aXaY ' bbY−1X again does not alter the previous loops
and cross-caps. By repeating step 3, we convert boundaries of the form aXaY to
boundaries with cross-caps.

Step 4. Introduction of handles.
The purpose of this step is to convert boundaries of the form aUbVa−1Xb−1Y to

boundaries cdc−1d−1Y XVU containing handles. First, we prove the pseudo-rewrite
rule

aUVa−1X ' bVUb−1X .

First, we split aUVa−1X into aUc = Uca and c−1Va−1X = a−1Xc−1V , and then
we apply (P2)−1 to Uca and a−1Xc−1V , getting UcXc−1V = c−1VUcX . Letting
b = c−1, the rule follows.

Now we apply the rule to aUbVa−1Xb−1Y , and we get

aUbVa−1Xb−1Y ' a1bVUa−1
1 Xb−1Y

' a1b1a−1
1 XVUb−1

1 Y = a−1
1 XVUb−1

1 Ya1b1

' a−1
2 b−1

1 Y XVUa2b1 = a2b1a−1
2 b−1

1 Y XVU.

Iteration of this step preserves existing loops, cross-caps and handles.
Step 5. Transformation of handles into cross-caps. At this point, one of the ob-

stacle to the canonical form is that we may still have a mixture of handles and cross-
caps. We now show that a handle and a cross-cap is equivalent to three cross-caps.
For this, we apply the pseudo-rewrite rule aaXY ' bY bX−1. We have
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aaXbcb−1c−1Y ' a1b−1c−1Ya1c−1b−1X−1 = b−1c−1Ya1c−1b−1X−1a1

' b−1
1 b−1

1 a−1
1 Xc−1Ya1c−1 = c−1Ya1c−1b−1

1 b−1
1 a−1

1 X

' c−1
1 c−1

1 X−1a1b1b1Ya1 = a1b1b1Ya1c−1
1 c−1

1 X−1

' a2a2Xc1c1b1b1Y.

At this stage, we claim that all boundaries consist of loops, cross-caps, or handles.
To prove this, we must show that there does not remain any pair c,c−1 which is not
part of a loop or of a handle. If such a pair exists we can write the boundary of A in
the form cXc−1Y , where no side in X is equal or inverse to a side in Y .

We note that the result of a vertex reduction is still in force, for the subsequent
reductions did not make use of (P1) or its inverse. Since c and c−1 are not part of a
loop, they must both lead to the inner vertex α0. On the other hand, it is clear from
our assumption that both successors of c are in X , and that each successor of a side
in X is either itself in X , or else identified with c−1. It follows that c−1 is not in the
vertex determined by c, which is a contradiction.

Step 6. Grouping loops together.
Finally, we have to group the loops together. This can be done using the pseudo-

rewrite rule
aUVa−1X ' bVUb−1X .

Indeed, we can write

chc−1Xdkd−1Y = c−1Xdkd−1Y ch' c−1
1 dkd−1Y Xc1h = c1hc−1

1 dkd−1Y X ,

showing that any two loops can be brought next to each other, without altering other
successions.

When all this is done, we have obtained a canonical form and the proof is com-
plete. ut

A comparison of this proof with other proofs can be found in Note F.9. Readers
interested in rewrite systems should read Note F.10.

We have already observed that identification of the edges in the boundary,
aba−1b−1, yields a torus. We have also noted that identification of the two edges
in the boundary, aa, yields the projective plane. Lemma 6.1 implies that the cell
complex consisting of a single face, A, and the boundary, abab−1, is equivalent
to the canonical cell complex, ccbb. This follows immediately from the pseudo-
rewrite rule aXaY ' bbY−1X . However, it is easily seen that identification of edges
in the boundary abab−1 yields the Klein bottle. The lemma also showed that the
cell complex with boundary, aabbcc, is equivalent to the cell complex with bound-
ary, aabcb−1c−1. Thus, intuitively, it seems that the corresponding space is a simple
combination of a projective plane and a torus, or of three projective planes.

We will see shortly that there is an operation on surfaces (the connected sum)
which allows us to interpret the canonical cell complexes as combinations of ele-
mentary surfaces, the sphere, the torus, and the projective plane.
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6.3 Proof of the Classification Theorem

Having the key Lemma 6.1 at hand, we can finally prove the fundamental theorem
of the classification of triangulated compact surfaces and compact surfaces with
boundary.

Theorem 6.1. Two (two-dimensional) compact polyhedra or compact polyhedra
with boundary (triangulated compact surfaces with or without boundary) are home-
omorphic iff they agree in character of orientability, number of contours, and Euler–
Poincaré characteristic.

Proof. If M1 = (K1)g and M2 = (K2)g are homeomorphic, we know that M1 is ori-
entable iff M2 is orientable, and the restriction of the homeomorphism between M1
and M2 to the boundaries, ∂M1 and ∂M2, is a homeomorphism, which implies that
∂M1 and ∂M2 have the same number of arcwise components, that is, the same num-
ber of contours. Also, we have stated that homeomorphic spaces have isomorphic
homology groups and, by Theorem 5.2, they have the same Euler–Poincaré charac-
teristic. Conversely, by Lemma 6.1, since any cell complex is equivalent to a canoni-
cal cell complex, the triangulated 2-complexes K1 and K2, viewed as cell complexes,
are equivalent to canonical cell complexes C1 and C2. However, we know that equiv-
alence preserves orientability, the number of contours, and the Euler–Poincaré char-
acteristic, which implies that C1 and C2 are identical. But then, M1 = (K1)g and
M2 = (K2)g are both homeomorphic to |C1|= |C2|. ut

This completes the combinatorial part of the proof of the classification theorem.
In order to finally get a version of Theorem 6.1 for compact surfaces or compact sur-
faces with boundary (not necessarily triangulated), it is necessary to prove that every
surface and every surface with boundary can be triangulated. As we said in Section
1.1, this is indeed true, but the proof is far from trivial. Radó’s proof (going back) to
1925 is presented in Alhfors and Sario [1]. Simpler and shorter proofs were given
later by Doyle and Moran [6] (1968), Thomassen [20] (1992), and Thomassen and
Mohar [21] (2001). We will present Carsten Thomassen’s proof, which we consider
to be the most easily accessible, in Appendix E.

It is interesting to note that 3-manifolds can be triangulated (E. Moise, 1952) but
that Markov showed that deciding whether two triangulated 4-manifolds are home-
omorphic is undecidable (1958). For the record, we state the following theorem
putting all the pieces of the puzzle together.

Theorem 6.2. Two compact surfaces or compact surfaces with boundary are home-
omorphic iff they agree in character of orientability, number of contours, and Euler–
Poincaré characteristic.
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6.4 Connected Sums and The Classification Theorem

We now explain somewhat informally what is the connected sum operation and how
it can be used to interpret the canonical cell complexes.

Definition 6.6. Given two surfaces, S1 and S2, their connected sum, S1]S2, is the
surface obtained by choosing two small regions, D1 and D2, on S1 and S2, both
homeomorphic to some disk in the plane, and letting h be a homeomorphism be-
tween the boundary circles C1 and C2 of D1 and D2, by forming the quotient

space of (S1−
◦

D1)∪ (S2−
◦

D2), by the equivalence relation defined by the relation
{(a,h(a)) | a ∈C1}.

Intuitively, S1]S2 is formed by cutting out some small circular hole in each sur-
face, and gluing the two surfaces along the boundaries of these holes. It can be
shown that S1]S2 is a surface and that it does not depend on the choice of D1, D2,
and h. Also, if S2 is a sphere, then S1]S2 is homeomorphic to S1. It can also be shown
that the Euler–Poincaré characteristic of S1]S2 is given by the formula

χ(S1]S2) = χ(S1)+χ(S2)−2.

Then, we can give an interpretation of the geometric realization of a canonical cell
complex. It turns out to be the connected sum of some elementary surfaces. Ignoring
boundaries for the time being, assume that we have two canonical cell complexes
S1 and S2 represented by circular disks with boundary

B1 = a1b1a−1
1 b−1

1 · · ·ap1 bp1a−1
p1

b−1
p1

and
B2 = c1d1c−1

1 d−1
1 · · ·cp2dp2c−1

p2
d−1

p2
.

Cutting a small hole with boundary h1 in S1 amounts to forming the new boundary

B′1 = a1b1a−1
1 b−1

1 · · ·ap1bp1 a−1
p1

b−1
p1

h1,

and similarly, cutting a small hole with boundary h2 in S2 amounts to forming the
new boundary

B′2 = c1d1c−1
1 d−1

1 · · ·cp2dp2c−1
p2

d−1
p2

h−1
2 .

If we now glue S1 and S2 along h1 and h2, we get a figure looking like two convex
polygons glued together along one edge, and by deformation, we get a circular disk
with boundary

B = a1b1a−1
1 b−1

1 · · ·ap1bp1a−1
p1

b−1
p1

c1d1c−1
1 d−1

1 · · ·cp2dp2c−1
p2

d−1
p2
.

A similar reasoning applies to cell complexes of type (II).
As a consequence, the geometric realization of a cell complex of type (I) is either

a sphere, or the connected sum of p≥ 1 tori, and the geometric realization of a cell
complex of type (II) is the connected sum of p≥ 1 projective planes. Furthermore,
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the equivalence of the cell complexes consisting of a single face, A, and the bound-
aries, abab−1 and aabb, shows that the connected sum of two projective planes is
homeomorphic to the Klein bottle. Also, the equivalence of the cell complexes with
boundaries aabbcc and aabcb−1c−1 shows that the connected sum of a projective
plane and a torus is equivalent to the connected sum of three projective planes. Thus,
we obtain another form of the classification theorem for compact surfaces.

Theorem 6.3. Every orientable compact surface is homeomorphic either to a sphere
or to a connected sum of tori. Every nonorientable compact surface is homeomor-
phic either to a projective plane, or a Klein bottle, or the connected sum of a pro-
jective plane or a Klein bottle with some tori.

If compact surfaces with boundary are considered, a similar theorem holds, but
holes have to be made in the various spaces forming the connected sum. For more
details, the reader is referred to Massey [16], in which it is also shown how to build
models ofsurfaces with boundary by gluing strips to a circular disk.

6.5 Other Combinatorial Proofs

Most proofs of the classification theorem reproduce Brahana’s proof or slight mod-
ifications of his proof. The main modification has to do with the introduction of a
special rule to split an edge into two edges (and, conversely, to merge two incident
edges into a single edge), a transformation not used by Brahana, who eliminates
occurrences of the pattern aa−1 during the reduction to a single vertex. Such a split-
ting (or merging) is used by Seifert and Threlfall [19] (subdivision or gluing of
dimension 1, Chapter 6, page 138) in addition to the rule for splitting a polygon or
merging two polygons along an edge (subdivision or gluing of dimension 2, page
138). Brahana’s reduction algorithm uses two phases. During the first phase (Reduc-
tion 1, page 147), the surface is transformed to a representation with a single vertex.
During the second phase (Reduction 2, page 147-151), handles and cross-caps are
normalized and in the case of a non-orientable surface, handles are converted to
pairs of cross-caps. An early textbook presentation of the classification theorem ap-
pears in de Kerékjártó [12] (who also considers non-compact surfaces). Other early
textbook presentations appear in Levi [15] and Reidemeister [18].

Seifert and Threlfall decompose phase 1 into three steps, where the second step
performs side cancellations (removal of pairs aa−1) using edge splitting, polygon
gluing and edge merging. Phase 2 consists of three steps identical to those used by
Brahana. Furthermore, Seifert and Threlfall also extend the reduction procedure to
(compact) surfaces with boundaries [19] (Section 40).

Proofs modeled after Seifert and Threlfall’s proof are also given in Fréchet and
Fan [7], Massey [16], Munkres [17], Lee [14], Henle [10], Kinsey [13], Bloch [4],
and Fulton [9] (although Massey does not use edge splitting-merging rules). A proof
involving surgery is given in Amstrong [2] and Andrews [3] (1988).
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Fig. 6.17 Karl Seifert, 1907–1996.

Other proofs have been given by Burgess [5] (1985), Thomassen [20] (1992),
Thomassen and Mohar [21] (2001), and Francis and Weeks (Conway’s ZIP proof)
[8] (1999). Those three proofs adopt a notion of normal form based on the notion of
connected sum, as in Theorem 6.3, except that Burgess replaces disjoint discs with
either a Möbius strip or a punctured torus.

Let us discuss Conway’s ZIP proof in some detail, since it is the proof that differs
the most from the cut-and paste style proof. The ZIP in the ZIP proof stands for Zero
Irrelevancy Proof. Conway’s claim is that traditional proofs modeled after Seifert
and Threlfall’s contain irrelevancies, which are eliminated in his proof. Conway
feels that the use of the normal form given in Definition 6.5 making use of polygons
is one of these irrelevancies, and he prefers a normal form based on the notion of
connected sum. It should be stressed that Conway’s ZIP proof is quite informal. In
our opinion, it is well suited for a professional topologist who will know how to fill
in missing technical details, but not so well for a non-expert in topology, who may
even be mystified by some of the slick tricks.

One of the new ingredients in the proof is that besides the familar handles and
crosscaps, two other kinds of gluings are used: caps and crosshandles. Caps are
homeomorphic to the plane, and thus are topologically trivial, and crosshandles are
obtained by gluing two tubes using a twist, just as a crosscap is obtained by gluing
a single tube using a twist. The proof also deals with surfaces with boundaries in
terms of perforations. If we allow a surface to be disconnceted, then an ordinary
surface is one that is homeomorphic to a finite collection of spheres, each with a
finite number of handles, crosshandles, crosscaps, and perforations. The first version
of the classification theorem is that every compact surface is homeomorphic to an
ordinary surface.

Because every surface can be triangulated, the authors view the classification the-
orem as a combinatorial result about triangulated surfaces (which are never defined
precisely). Conway uses the cute trick of viewing glued edges of a triangulation as
being held by zip-pairs. The proof consists in unzipping all the zip-pairs, and then
re-zipping the zips, one pair at a time. One only needs to prove that if a surface is
ordinary before two zips are zipped together, then it remains ordinary after zipping.

This is the part of the proof that is the least rigorous. Every step is plausible,
but in some cases a perforation needs to be “slid free of a handle,” and although
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this makes sense intuitively, it is not obvious how to make such a step rigorous in a
concise way.

The second stage of the proof consists in showing that a crosshandle is home-
omorphic to two crosscaps, and that in the presence of a crosscap, handles and
crosshandles are equivalent. Then, it is not hard to sharpen the classification the-
orem to eliminate crosshandles, and to actually prove that every compact surfaces
is homeomorphic to a sphere with handles or a sphere with crosscaps. Francis and
Weeks provide many amusing illustrations of these constructions.

It should be noted that the notion of orientability is never introduced. Thus, the
ZIP proof asserts that every surface is homemorphic to a certain type of surface ob-
tained by gluing handles or crosscaps to a sphere, but is does not give a criterion for
homeomorphism, as Theorem 6.1 does. Nor does the ZIP proof yield a formula for
the Euler–Poincaré characteristic or a description of the fundamental group. There-
fore, although the ZIP proof provides a classification of the compact surfaces, it
does not yield as much information as Theorem 6.1.

Thomassen’s proof is the most elementary and it even yields a formula for the
Euler–Poincaré characteristic. On the other hand, since these proofs rely on normal
forms different from the one used in Section 6.2, they do not yield quite as much
information, such as a presentation of the fundamental group.

6.6 Application of the Main Theorem: Determining the
Fundamental Groups of Compact Surfaces

We now explain briefly how the canonical forms can be used to determine the fun-
damental groups of the compact surfaces with boundary. This is done in two steps.
The first step consists in defining a group structure on certain closed paths in a cell
complex. The second step consists in showing that this group is isomorphic to the
fundamental group of |K|.

Given a cell complex, K =(F,E,B), recall that a vertex, α , is an equivalence class
of edges, under the equivalence relation, Λ , induced by the relation, λ , defined such
that, aλb iff b−1 is the successor of a in some boundary. Every inner vertex, α =
(b1, . . . ,bm), can be cyclically ordered such that bi has b−1

i−1 and b−1
i+1 as successors

and, for a boundary vertex, α = (b1, . . . ,bm), the same is true for 2≤ i≤ m−1, but
b1 only has b−1

2 as successor and bm only has b−1
m−1 as successor. An edge from α

to β is any edge a ∈ β such that a−1 ∈ α . For every edge, a, we will call the vertex
that a defines the target of a and the vertex that a−1 defines the source of a. Clearly,
a is an edge between its source and its target. We now define certain paths in a cell
complex, and a notion of deformation of paths.

Definition 6.7. Given a cell complex, K = (F,E,B), a polygon in K is any nonempty
string, a1 . . .am, of edges such that ai and a−1

i+1 lead to the same vertex or, equiva-
lently, such that the target of ai is equal to the source of ai+1. The source of the
path, a1 . . .am, is the source of a1 (i.e., the vertex that a−1

1 leads to), and the target of
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the path, a1 . . .am, is the target of am (i.e., the vertex that am leads to). The polygon
is closed if its source and target coincide. The product of two paths, a1 . . .am and
b1 . . .bn, is defined if the target of am is equal to the source of b1 and is the path
a1 . . .amb1 . . .bn. Given two paths, p1 = a1 . . .am and p2 = b1 . . .bn, with the same
source and the same target, we say that p2 is an immediate deformation of p1 if p2 is
obtained from p1 by either deleting some subsequence of the form aa−1, or deleting
some subsequence X which is the boundary of some face. The smallest equivalence
relation containing the immediate deformation relation is called path-homotopy.

It is easily verified that path-homotopy is compatible with the composition of
paths. Then, for any vertex, α0, the set of equivalence classes of path-homotopic
polygons forms a group, π(K,α0). It is also easy to see that any two groups,
π(K,α0) and π(K,α1), are isomorphic, and that if K1 and K2 are equivalent cell
complexes, then π(K1,α0) and π(K2,α0) are isomorphic. Thus, the group, π(K,α0),
only depends on the equivalence class of the cell complex, K. Furthermore, it
can be proved that the group, π(K,α0), is isomorphic to the fundamental group,
π(|K|,(α0)g), associated with the geometric realization, |K|, of K (this is proved in
Ahlfors and Sario [1]). It is then possible to determine what these groups are, by
considering the canonical cell complexes.

Let us first assume that there are no boundaries, which corresponds to q = 0.
In this case, there is only one (inner) vertex, and all polygons are closed. For an
orientable cell complex (of type (I)), the fundamental group is the group presented
by the generators {a1,b1, . . . ,ap,bp}, and satisfying the single equation

a1b1a−1
1 b−1

1 · · ·apbpa−1
p b−1

p = 1.

When p = 0, it is the trivial group reduced to 1. For a nonorientable cell com-
plex (of type (II)), the fundamental group is the group presented by the generators
{a1, . . . ,ap}, and satisfying the single equation

a1a1 · · ·apap = 1.

In the presence of boundaries, which corresponds to q ≥ 1, the closed polygons
are products of ai,bi, and the di = cihic−1

i . For cell complexes of type (I), these
generators satisfy the single equation

a1b1a−1
1 b−1

1 · · ·apbpa−1
p b−1

p d1 · · ·dq = 1,

and for cell complexes of type (II), these generators satisfy the single equation

a1a1 · · ·apapd1 · · ·dq = 1.

Using these equations, dq can be expressed in terms of the other generators, and we
get a free group. In the orientable case, we get a free group with 2q+ p−1 genera-
tors, and in the nonorientable case, we get a free group with p+q−1 generators.

The above result shows that there are only two kinds of complexes having a trivial
group, namely, for orientable complexes for which p = q = 0, or p = 0 and q = 1.
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The corresponding surfaces (with boundary) are a sphere and a closed disk (a surface
with boundary). We can also figure out for which other surfaces the fundamental
group is abelian. This happens in the orientable case when p = 1 and q = 0, a torus,
or p = 0 and q = 2, an annulus, and in the nonorientable case when p = 1 and q = 0,
a projective plane, or p = 1 and q = 1, a Möbius strip.

It is also possible to use the above results to determine the homology groups,
H1(K), of the surfaces (with boundary), since it can be shown that H1(K) =
π(K,a)/[π(K,a),π(K,a)], where [π(K,a),π(K,a)] is the commutator subgroup of
π(K,a) (see Ahlfors and Sario [1]). Recall that for any group, G, the commutator
subgroup is the subgroup of G generated by all elements of the form aba−1b−1 (the
commutators). It is a normal subgroup of G, since for any h∈G and any d ∈ [G,G],
we have hdh−1 = (hdh−1d−1)d, which is also in G. Then, G/[G,G] is abelian and
[G,G] is the smallest subgroup of G for which G/[G,G] is abelian.

Applying the above to the fundamental groups of the surfaces, in the orientable
case, we see that the commutators cause a lot of cancellation, and we get the equa-
tion

d1 + · · ·+dq = 0,

whereas in the nonorientable case, we get the equation

2a1 + · · ·+2ap +d1 + · · ·+dq = 0.

If q > 0, we can express dq in terms of the other generators and, in the orientable
case, we get a free abelian group with 2p+q−1 generators, whereas in the nonori-
entable case, a free abelian group with p+ q− 1 generators. When q = 0, in the
orientable case, we get a free abelian group with 2p generators, and in the nonori-
entable case, since we have the equation

2(a1 + · · ·+ap) = 0,

there is an element of order 2, and we get the direct sum of a free abelian group of
order p−1 with Z/2Z.

The number p is called the genus of the surface. Intuitively, it counts the number
of holes in the surface, which is certainly the case in the orientable case, but in the
nonorientable case, it is considered that the projective plane has one hole and the
Klein bottle has two holes. Of course, the genus of a surface is the number of copies
of tori occurring in the canonical connected sum of the surface when orientable
(which, when p = 0, yields the sphere), or the number of copies of projective planes
occurring in the canonical connected sum of the surface when nonorientable. In
terms of the Euler–Poincaré characteristic, for an orientable surface, the genus g is
given by the formula

g = (2−χ−q)/2,

and for a nonorientable surface, the genus g is given by the formula

g = 2−χ−q,
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where q is the number of contours.
It is rather curious that surfaces with boundary, orientable or not, have free groups

as fundamental groups (free abelian groups for the homology groups H1(K)). It is
also shown in Massey [16] that every surface with boundary, orientable or not, can
be embedded in R3. This is not the case for nonorientable surfaces (with an empty
boundary).

Fig. 6.18 Stephen Smale, 1930– (left), Michael Freedman 1951– (middle) and Grigori Perelman,
1966– (right, Archives of the Mathematisches Forschungsinstitut Oberwolfach).

Finally, we conclude with a few words about the Poincaré conjecture. We ob-
served that the only surface which is simply connected (with a trivial fundamen-
tal group) is the sphere. Poincaré conjectured in the early 1900’s that the same
thing holds for compact simply-connected 3-manifolds without boundary, that is,
any compact simply-connected 3-manifold without boundary is homeomorphic to
the 3-sphere S3.

Fig. 6.19 William Thurston, 1946–2012, Archives of the Mathematisches Forschungsinstitut
Oberwolfach.

Remarkably, this famous problem was finally settled by Grigori Perelman in 2006
using a tool from differential geometry known as Ricci flow, and some seminal work
by William Thurston on the topological structure of 3-manifolds. Saddly, Thurston
passed away in August 2012.

Now, there is at least some hope to have a classification theory of compact 3-
manifolds (recall that 3-manifolds can be triangulated, a result of E. Moise, 1952,
see Massey [16]). The generalization of the Poincaré conjecture was shown to be
true by Stephen Smale for m > 4 in 1960, and true for m = 4 by Michael Freedman
in 1982. Smale, Freedman, and Perelman all received the Fields Medal for their
ground-breaking work but Perelman declined this prestigious award!
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Appendix A
Viewing the Real Projective Plane in R3; The
Cross-Cap and the Steiner Roman Surface

It turns out that there are several ways of viewing the real projective plane in R3

as a surface with self-intersection. Recall that, as a topological space, the projective
plane, RP2, is the quotient of the 2-sphere, S2, (in R3) by the equivalence relation
that identifies antipodal points. In Hilbert and Cohn–Vossen [2] (and also do Carmo
[1]) an interesting map, H , from R3 to R4 is defined by

(x,y,z) 7→ (xy,yz,xz,x2− y2).

This map has the remarkable property that when restricted to S2, we have H (x,y,z)
= H (x′,y′,z′) iff (x′,y′,z′) = (x,y,z) or (x′,y′,z′) = (−x,−y,−z). In other words,
the inverse image of every point in H (S2) consists of two antipodal points.

Thus, the map H induces an injective map from the projective plane onto
H (S2), which is obviously continuous, and since the projective plane is compact,
it is a homeomorphism. Therefore, the map H allows us to realize concretely the
projective plane in R4 by choosing any parametrization of the sphere, S2, and ap-
plying the map H to it. Actually, it turns out to be more convenient to use the map
A defined such that

(x,y,z) 7→ (2xy,2yz,2xz,x2− y2),

because it yields nicer parametrizations. For example, using the stereographic rep-
resentation of S2 where

x(u,v) =
2u

u2 + v2 +1
,

y(u,v) =
2v

u2 + v2 +1
,

z(u,v) =
u2 + v2−1
u2 + v2 +1

,

we obtain the following four fractions parametrizing the projective plane in R4:
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x(u,v) =
8uv

(u2 + v2 +1)2 ,

y(u,v) =
4v(u2 + v2−1)
(u2 + v2 +1)2 ,

z(u,v) =
4u(u2 + v2−1)
(u2 + v2 +1)2 ,

t(u,v) =
4(u2− v2)

(u2 + v2 +1)2 .

Of course, we don’t know how to visualize this surface in R4, but we can visu-
alize its four projections in R3, using parallel projections with respect to the four
axes, which amounts to dropping one of the four coordinates. The resulting surfaces
turn out to be very interesting. Only two distinct surfaces are obtained, both very
well known to topologists. Indeed, the surface obtained by dropping y or z is known
the cross-cap surface, and the surface obtained by dropping x or t is known as the
Steiner roman surface.

These surfaces can be easily displayed. We begin with the Steiner surface.

Fig. A.1 Jakob Steiner, 1796–1863.

1. The Steiner roman surface.
This is the surface obtained by dropping t. Going back to the map A and renam-

ing x,y,z as α,β ,γ , if

x = 2αβ , y = 2βγ, z = 2αγ, t = α
2−β

2,

it is easily seen that

xy = 2zβ
2,

yz = 2xγ
2,

xz = 2yα
2.

If (α,β ,γ) is on the sphere, we have α2+β 2+γ2 = 1, and thus we get the following
implicit equation for the Steiner roman surface:
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x2y2 + y2z2 + x2z2 = 2xyz.

It is easily verified that the following parametrization works:

x(u,v) =
2v

u2 + v2 +1
,

y(u,v) =
2u

u2 + v2 +1
,

z(u,v) =
2uv

u2 + v2 +1
.

Thus, amazingly, the Steiner roman surface can be specified by fractions of
quadratic polynomials! It can be shown that every quadric surface can be defined
as a rational surface of degree 2, but other surfaces can also be defined, as showed
by the Steiner roman surface.

It can be shown that the Steiner roman surface is contained inside the tetrahedron
defined by the planes

−x+ y+ z = 1,
x− y+ z = 1,
x+ y− z = 1,
−x− y− z = 1,

with −1 ≤ x,y,z ≤ 1. The surface touches these four planes along ellipses, and at
the middle of the six edges of the tetrahedron, it has sharp edges. Furthermore, the
surface is self-intersecting along the axes, and is has four closed chambers. A more
extensive discussion can be found in Hilbert and Cohn–Vossen [2], in particular, its
relationship to the heptahedron.

One view of the surface consisting of 6 patches is shown below. Patches 1 and
2 are colored blue, patches 3 and 4 are colored red, and patches 5 and 6 are col-
ored green. A closer look reveals that the three colored patches are identical under
appropriate rigid motions, and fit perfectly.

Another revealing view is obtained by cutting off a top portion of the surface.
In the above picture, it is clear that the surface has chambers. We now consider

the cross-cap surface.

2. The cross-cap surface.
This is the surface obtained by dropping either the y coordinate, or the z coordi-

nate. Let us first consider the surface obtained by dropping y. Its implicit equation
is obtained by eliminating α,β ,γ in the equations

x = 2αβ , z = 2αγ, t = α
2−β

2,

and α2 +β 2 + γ2 = 1. We leave as an exercise to show that we get

(2x2 + z2)2 = 4(x2 + t(x2 + z2))(1− t).
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Fig. A.2 The Steiner roman surface.
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Fig. A.3 A cut of the Steiner roman surface.

If we now consider the surface obtained by dropping z, the implicit equation is
obtained by eliminating α,β ,γ in the equations

x = 2αβ , y = 2βγ, t = α
2−β

2,

and α2 +β 2 + γ2 = 1. We leave as an exercise to show that we get

(2x2 + y2)2 = 4(x2− t(x2 + y2))(1+ t).

Note that the second implicit equation is obtained from the first by substituting
y for z and −t for t. This shows that the two implicit equations define the same
surface.
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An explicit parametrization of the surface is obtained by dropping z:

x(u,v) =
8uv

(u2 + v2 +1)2 ,

y(u,v) =
4v(u2 + v2−1)
(u2 + v2 +1)2 ,

z(u,v) =
4(u2− v2)

(u2 + v2 +1)2 ,

One view of the surface obtained by cutting off part of its top part to have a better
view of the self intersection, is shown Figure A.4.
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Fig. A.4 A cut of the cross-cap surface.

3: The Steiner roman surface, again.
The last projection of the projective plane is obtained by dropping the x coordi-

nate. Its implicit equation is obtained by eliminating α,β ,γ in the equations

y = 2βγ, z = 2αγ, t = α
2−β

2,

and α2 +β 2 + γ2 = 1. We leave as an exercise to show that we get

4(y2 + z2)t2 = (z2− y2)(y2− z2 +4t).

This time, it is not so obvious that it corresponds to the Steiner roman surface.
However, if we perform the rotation of the y,z plane by π/4, we have
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y =

√
2

2
Y −
√

2
2

Z,

z =

√
2

2
Y +

√
2

2
Z,

and we have y2 + z2 = Y 2 +Z2 and z2− y2 = 2Y Z. Thus, the implicit equation be-
comes

4(Y 2 +Z2)t2 = 2Y Z(−2Y Z +4t),

which simplifies to
Y 2t2 +Z2t2 +Y 2Z2 = 2Y Zt,

which is exactly the equation of the Steiner roman surface.
Just for fun, we also get the parametrization

x(u,v) =
4v(u2 + v2−1)
(u2 + v2 +1)2 ,

y(u,v) =
4u(u2 + v2−1)
(u2 + v2 +1)2 ,

z(u,v) =
4(u2− v2)

(u2 + v2 +1)2 .

This Steiner roman surface displayed in Figure A.5.

-1
-0.5

0
0.5

1

x

-1

-0.5

0

0.5
1

y

-1

-0.5

0

0.5

1

z

-1
-0.5

0
0.5

1

x

-1

-0.5

0

0.5
1

y

-1

-0.5

0

.5

1

Fig. A.5 Another view of the Steiner roman surface.

The Steiner roman surface contains four chambers. This is apparent if we cut off
part of its top, as shown in Figure A.6.
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Fig. A.6 A cut of the Steiner roman surface.

It is claimed in Hilbert and Cohn–Vossen ([2], page 341) that using the map

(x,y,z) 7→ (xy,yz,xz,x2− y2),

the two equations
y2z2 + y2t2 + z2t2− yzt = 0

and
y(z2− t2)− xzt = 0

suffice to define the real projective space, but this is incorrect since these equations
are satisfied by all points such that z = t = 0. To the best of our knowledge, finding
a set of equations defining exactly H (S2) is still an open problem.

References

1. Manfredo P. do Carmo. Differential Geometry of Curves and Surfaces. Prentice Hall, 1976.
2. D. Hilbert and S. Cohn–Vossen. Geometry and the Imagination. Chelsea Publishing Co.,

1952.





Appendix B
Proof of Proposition 5.1

Proposition 5.1. Let G be a free abelian group finitely generated by (a1, . . . ,an) and
let H be any subroup of G. Then, H is a free abelian group and there is a basis,
(e1, ...,en), of G, some q ≤ n, and some positive natural numbers, n1, . . . ,nq, such
that (n1e1, . . . ,nqeq) is a basis of H and ni divides ni+1 for all i, with 1≤ i≤ q−1.

Proof. The proposition is trivial when H = {0} and thus, we assume that H is non-
trivial. Let L(G,Z) we the set of homomorphisms from G to Z. For any f ∈ L(G,Z),
it is immediately verified that f (H) is an ideal in Z. Thus, f (H) = nhZ, for some
nh ∈ N, since every ideal in Z is a principal ideal. Since Z is finitely generated, any
nonempty family of ideals has a maximal element so let f be a homomorphism such
that nhZ is a maximal ideal in Z. Let πi : G→ Z be the i-th projection, i.e., πi is de-
fined such that πi(m1a1 + · · ·+mnan) = mi. It is clear that πi is a homomorphism
and since H is nontrivial, one of the πi(H) is nontrivial, and nh 6= 0. There is some
b ∈ H such that f (b) = nh.

We claim that, for every g ∈ L(G,Z), the number nh divides g(b).
Indeed, if d is the gcd of nh and g(b), by the Bézout identity, we can write

d = rnh + sg(b),

for some r,s ∈ Z, and thus

d = r f (b)+ sg(b) = (r f + sg)(b).

However, r f + sg ∈ L(G,Z), and thus,

nhZ⊆ dZ⊆ (r f + sg)(H),

since d divides nh and, by maximality of nhZ, we must have nhZ = dZ, which
implies that d = nh, and thus, nh divides g(b). In particular, nh divides each πi(b)
and let πi(b) = nh pi, with pi ∈ Z.

Let a = p1a1 + · · ·+ pnan. Note that

b = π1(b)a1 + · · ·+πn(b)an = nh p1a1 + · · ·+nh pnan,
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and thus, b = nha. Since nh = f (b) = f (nha) = nh f (a), and since nh 6= 0, we must
have f (a) = 1.

Next, we claim that
G = aZ⊕ f−1(0)

and
H = bZ⊕ (H ∩ f−1(0)),

with b = nha.
Indeed, every x ∈ G can be written as

x = f (x)a+(x− f (x)a),

and since f (a) = 1, we have f (x− f (x)a) = f (x)− f (x) f (a) = f (x)− f (x) = 0.
Thus, G = aZ+ f−1(0). Similarly, for any x ∈ H, we have f (x) = rnh, for some
r ∈ Z, and thus,

x = f (x)a+(x− f (x)a) = rnha+(x− f (x)a) = rb+(x− f (x)a),

we still have x− f (x)a ∈ f−1(0), and clearly, x− f (x)a = x− rnha = x− rb ∈ H,
since b ∈ H. Thus, H = bZ+(H ∩ f−1(0)).

To prove that we have a direct sum, it is enough to prove that aZ∩ f−1(0) = {0}.
For any x = ra ∈ aZ, if f (x) = 0, then f (ra) = r f (a) = r = 0, since f (a) = 1 and,
thus, x = 0. Therefore, the sums are direct sums.

We can now prove that H is a free abelian group by induction on the size, q, of a
maximal linearly independent family for H.

If q = 0, the result is trivial. Otherwise, since

H = bZ⊕ (H ∩ f−1(0)),

it is clear that H ∩ f−1(0) is a subgroup of G and that every maximal linearly inde-
pendent family in H ∩ f−1(0) has at most q−1 elements. By the induction hypoth-
esis, H ∩ f−1(0) is a free abelian group and, by adding b to a basis of H ∩ f−1(0),
we obtain a basis for H, since the sum is direct.

The second part is shown by induction on the dimension n of G.
The case n = 0 is trivial. Otherwise, since

G = aZ⊕ f−1(0),

and since, by the previous argument, f−1(0) is also free, f−1(0) has dimension n−
1. By the induction hypothesis applied to its subgroup, H ∩ f−1(0), there is a basis
(e2, . . . ,en) of f−1(0), some q ≤ n, and some positive natural numbers n2, . . . ,nq,
such that, (n2e2, . . . ,nqeq) is a basis of H∩ f−1(0), and ni divides ni+1 for all i, with
2≤ i≤ q−1. Let e1 = a, and n1 = nh, as above. It is clear that (e1, . . . ,en) is a basis
of G, and that that (n1e1, . . . ,nqeq) is a basis of H, since the sums are direct, and
b = n1e1 = nha. It remains to show that n1 divides n2. Consider the homomorphism
g : G→ Z such that g(e1) = g(e2) = 1, and g(ei) = 0, for all i, with 3 ≤ i ≤ n.
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We have nh = n1 = g(n1e1) = g(b) ∈ g(H), and thus, nhZ ⊆ g(H). Since nhZ is
maximal, we must have g(H) = nhZ = n1Z. Since n2 = g(n2e2) ∈ g(H), we have
n2 ∈ n1Z, which shows that n1 divides n2. ut





Appendix C
Topological Preliminaries

C.1 Metric Spaces and Normed Vector Spaces

This Chapter provides a review of basic topological notions. For a comprehensive
account, we highly recommend Munkres [10], Amstrong [2], Dixmier [4], Singer
and Thorpe [12], Lang [7], or Schwartz [11]. Most spaces considered will have a
topological structure given by a metric or a norm and we first review these notions.
We begin with metric spaces.

Definition C.1. A metric space is a set, E, together with a function, d : E×E→R+,
called a metric or distance, assigning a nonnegative real number, d(x, y), to any two
points, x,y ∈ E, and satisfying the following conditions for all x,y,z ∈ E:

(D1) d(x, y) = d(y, x). (symmetry)
(D2) d(x, y)≥ 0 and d(x, y) = 0 iff x = y. (positivity)
(D3) d(x, z)≤ d(x, y)+d(y, z). (triangular inequality)

Geometrically, condition (D3) expresses the fact that in a triangle with vertices
x,y,z, the length of any side is bounded by the sum of the lengths of the other two
sides. From (D3), we immediately get

|d(x, y)−d(y, z)| ≤ d(x, z).

Let us give some examples of metric spaces. Recall that the absolute value, |x|,
of a real number, x ∈ R, is defined such that |x|= x if x ≥ 0, |x|=−x if x < 0, and
for a complex number, x = a+ ib, by |x|=

√
a2 +b2.

Example C.1. Let E = R and d(x, y) = |x− y|, the absolute value of x− y. This is
the so-called natural metric on R.

Example C.2. Let E = Rn (or E = Cn). We have the Euclidean metric,

d2(x, y) =
(
|x1− y1|2 + · · ·+ |xn− yn|2

) 1
2 ,

the distance between the points (x1, . . . ,xn) and (y1, . . . ,yn).
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Example C.3. For every set, E, we can define the discrete metric defined such that
d(x, y) = 1 iff x 6= y and d(x, x) = 0.

Example C.4. For any a,b ∈ R such that a < b, we define the following sets:

1. [a,b] = {x ∈ R | a≤ x≤ b}, (closed interval)
2. ]a,b[= {x ∈ R | a < x < b}, (open interval)
3. [a,b[= {x ∈ R | a≤ x < b}, (interval closed on the left, open on the right)
4. ]a,b] = {x ∈ R | a < x≤ b}, (interval open on the left, closed on the right)

Let E = [a,b], and d(x, y) = |x− y|. Then, ([a,b],d) is a metric space.

We will need to define the notion of proximity in order to define convergence
of limits and continuity of functions. For this, we introduce some standard “small
neighborhoods”.

Definition C.2. Given a metric space, E, with metric, d, for every a ∈ E, for every
ρ ∈ R, with ρ > 0, the set

B(a,ρ) = {x ∈ E | d(a, x)≤ ρ}

is called the closed ball of center a and radius ρ , the set

B0(a,ρ) = {x ∈ E | d(a, x)< ρ}

is called the open ball of center a and radius ρ , and the set

S(a, ρ) = {x ∈ E | d(a, x) = ρ}

is called the sphere of center a and radius ρ . It should be noted that ρ is finite (i.e.
not +∞). A subset, X , of a metric space, E, is bounded if there is a closed ball,
B(a,ρ), such that X ⊆ B(a,ρ).

Clearly, B(a,ρ) = B0(a,ρ)∪S(a, ρ).
In E = R with the distance |x− y|, an open ball of center a and radius ρ is the

open interval ]a−ρ,a+ρ[. In E = R2 with the Euclidean metric, an open ball of
center a and radius ρ is the set of points inside the disk of center a and radius ρ ,
excluding the boundary points on the circle. In E = R3 with the Euclidean metric,
an open ball of center a and radius ρ is the set of points inside the sphere of center
a and radius ρ , excluding the boundary points on the sphere.

One should be aware that intuition can be misleading in forming a geometric
image of a closed (or open) ball. For example, if d is the discrete metric, a closed
ball of center a and radius ρ < 1 consists only of its center a, and a closed ball of
center a and radius ρ ≥ 1 consists of the entire space!

� If E = [a,b], and d(x, y) = |x−y|, as in example 4, an open ball, B0(a,ρ), with
ρ < b−a, is in fact the interval, [a,a+ρ[, which is closed on the left.
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We now consider a very important special case of metric spaces, normed vector
spaces.

Definition C.3. Let E be a vector space over a field, K, where K is either the field,
R, of reals, or the field, C, of complex numbers. A norm on E is a function, ‖ ‖ : E→
R+, assigning a nonnegative real number, ‖u‖, to any vector, u ∈ E, and satisfying
the following conditions for all x,y,z ∈ E:

(N1) ‖x‖ ≥ 0 and ‖x‖= 0 iff x = 0. (positivity)
(N2) ‖λx‖= |λ |‖x‖. (scaling)
(N3) ‖x+ y‖ ≤ ‖x‖+‖y‖. (convexity inequality)

A vector space, E, together with a norm, ‖‖, is called a normed vector space.

From (N3), we easily get

|‖x‖−‖y‖| ≤ ‖x− y‖.

Given a normed vector space, E, if we define d such that

d(x, y) = ‖x− y‖,

it is easily seen that d is a metric. Thus, every normed vector space is immediately a
metric space. Note that the metric associated with a norm is invariant under trans-
lation, that is,

d(x+u, y+u) = d(x, y).

For this reason, we can restrict ourselves to open or closed balls of center 0.
Let us give some examples of normed vector spaces.

Example C.5. Let E =R and ‖x‖= |x|, the absolute value of x. The associated met-
ric is |x− y|, as in example 1.

Example C.6. Let E = Rn (or E = Cn). There are three standard norms. For every
(x1, . . . ,xn) ∈ E, we have the norm, ‖x‖1, defined such that,

‖x‖1 = |x1|+ · · ·+ |xn|,

we have the Euclidean norm, ‖x‖2, defined such that,

‖x‖2 =
(
|x1|2 + · · ·+ |xn|2

) 1
2 ,

and the sup-norm, ‖x‖∞, defined such that,

‖x‖∞ = max{|xi| | 1≤ i≤ n}.

Some work is required to show the convexity inequality for the Euclidean norm,
but this can be found in any standard text. Note that the Euclidean distance is the
distance associated with the Euclidean norm. We have the following proposition
whose proof is left as an exercise.



120 C Topological Preliminaries

Proposition C.1. The following inequalities hold for all x ∈ Rn (or x ∈ Cn):

‖x‖∞ ≤ ‖x‖1 ≤ n‖x‖∞,

‖x‖∞ ≤ ‖x‖2 ≤
√

n‖x‖∞,

‖x‖2 ≤ ‖x‖1 ≤
√

n‖x‖2.

In a normed vector space, we define a closed ball or an open ball of radius ρ as a
closed ball or an open ball of center 0. We may use the notation B(ρ) and B0(ρ).

We will now define the crucial notions of open sets and closed sets and of a
topological space.

Definition C.4. Let E be a metric space with metric d. A subset, U ⊆ E, is an open
set in E if either U = /0 or, for every a ∈U , there is some open ball, B0(a,ρ), such
that, B0(a,ρ)⊆U .1 A subset, F ⊆ E, is a closed set in E if its complement, E−F ,
is open in E.

The set E itself is open, since for every a ∈ E, every open ball of center a is
contained in E. In E = Rn, given n intervals, [ai,bi], with ai < bi, the open n-cube,

{(x1, . . . ,xn) ∈ E | ai < xi < bi, 1≤ i≤ n},

is an open set. In fact, it is possible to find a metric for which such open n-cubes are
open balls! Similarly, we can define the closed n-cube,

{(x1, . . . ,xn) ∈ E | ai ≤ xi ≤ bi, 1≤ i≤ n},

which is a closed set.
The open sets satisfy some important properties that lead to the definition of a

topological space.

Proposition C.2. Given a metric space, E, with metric, d, the family, O , of open
sets defined in Definition C.4 satisfies the following properties:

(O1) For every finite family, (Ui)1≤i≤n, of sets, Ui ∈O , we have U1∩·· ·∩Un ∈O , i.e.,
O is closed under finite intersections.

(O2) For every arbitrary family, (Ui)i∈I , of sets, Ui ∈ O , we have
⋃

i∈I Ui ∈ O , i.e., O
is closed under arbitrary unions.

(O3) /0 ∈ O and E ∈ O , i.e., /0 and E belong to O .

Furthermore, for any two distinct points a 6= b in E, there exist two open sets, Ua
and Ub, such that, a ∈Ua, b ∈Ub, and Ua∩Ub = /0.

Proof. It is straightforward. For the last point, if we let ρ = d(a, b)/3 (in fact ρ =
d(a, b)/2 works too), we can pick Ua = B0(a,ρ) and Ub = B0(b,ρ). By the triangle
inequality, we must have Ua∩Ub = /0. ut

The above proposition leads to the very general concept of a topological space.

1 Recall that ρ > 0.
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� One should be careful that in general, the family of open sets is not closed
under infinite intersections. For example, in R under the metric |x− y|, letting

Un =]−1/n,+1/n[, each Un is open, but
⋂

n Un = {0}, which is not open.

C.2 Topological Spaces, Continuous Functions, Limits

Motivated by Proposition C.2, a topological space is defined in terms of a family of
sets satisfing the properties of open sets stated in that proposition.

Definition C.5. Given a set, E, a topology on E (or a topological structure on E) is
defined as a family, O , of subsets of E called open sets and satisfying the following
three properties:

(1) For every finite family, (Ui)1≤i≤n, of sets, Ui ∈O , we have U1∩·· ·∩Un ∈O , i.e.,
O is closed under finite intersections.

(2) For every arbitrary family, (Ui)i∈I , of sets, Ui ∈ O , we have
⋃

i∈I Ui ∈ O , i.e., O
is closed under arbitrary unions.

(3) /0 ∈ O and E ∈ O , i.e., /0 and E belong to O .

A set, E, together with a topology, O , on E is called a topological space. Given a
topological space, (E,O), a subset, F , of E is a closed set if F = E−U for some
open set, U ∈ O , i.e., F is the complement of some open set.

� It is possible that an open set is also a closed set. For example, /0 and E are both
open and closed. When a topological space contains a proper nonempty subset,

U , which is both open and closed, the space E is said to be disconnected. Connected
spaces will be studied in Section C.3.

A topological space, (E,O), is said to satisfy the Hausdorff separation axiom (or
T2-separation axiom) if for any two distinct points, a 6= b in E, there exist two open
sets, Ua and Ub, such that, a ∈Ua, b ∈Ub, and Ua∩Ub = /0. When the T2-separation
axiom is satisfied, we also say that (E,O) is a Hausdorff space.

As shown by Proposition C.2, any metric space is a topological Hausdorff space,
the family of open sets being in fact the family of arbitrary unions of open balls.
Similarly, any normed vector space is a topological Hausdorff space, the family
of open sets being the family of arbitrary unions of open balls. The topology, O ,
consisting of all subsets of E is called the discrete topology.

Remark: Most (if not all) spaces used in analysis are Hausdorff spaces. Intuitively,
the Hausdorff separation axiom says that there are enough “small” open sets. With-
out this axiom, some counter-intuitive behaviors may arise. For example, a sequence
may have more than one limit point (or a compact set may not be closed). Never-
theless, non-Hausdorff topological spaces arise naturally in algebraic geometry. But
even there, some substitute for separation is used.
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One of the reasons why topological spaces are important is that the definition
of a topology only involves a certain family, O , of sets, and not how such family is
generated from a metric or a norm. For example, different metrics or different norms
can define the same family of open sets. Many topological properties only depend
on the family O and not on the specific metric or norm. But the fact that a topology
is definable from a metric or a norm is important, because it usually implies nice
properties of a space. All our examples will be spaces whose topology is defined by
a metric or a norm.

By taking complements, we can state properties of the closed sets dual to those
of Definition C.5. Thus, /0 and E are closed sets and the closed sets are closed under
finite unions and arbitrary intersections. It is also worth noting that the Hausdorff
separation axiom implies that for every a ∈ E, the set {a} is closed. Indeed, if x ∈
E−{a}, then x 6= a, and so there exist open sets, Ua and Ux, such that a∈Ua, x∈Ux,
and Ua∩Ux = /0. Thus, for every x ∈ E−{a}, there is an open set, Ux, containing x
and contained in E−{a}, showing by (O3) that E−{a} is open and thus, that the
set {a} is closed.

Given a topological space, (E,O), given any subset, A, of E, since E ∈O and E is
a closed set, the family, CA = {F | A⊆ F, F a closed set}, of closed sets containing
A is nonempty, and since any arbitrary intersection of closed sets is a closed set, the
intersection,

⋂
CA, of the sets in the family CA is the smallest closed set containing

A. By a similar reasoning, the union of all the open subsets contained in A is the
largest open set contained in A.

Definition C.6. Given a topological space, (E,O), given any subset, A, of E, the
smallest closed set containing A is denoted by A and is called the closure or adher-
ence of A. A subset, A, of E is dense in E if A = E. The largest open set contained in

A is denoted by
◦
A and is called the interior of A. The set, Fr A = A ∩E−A, is called

the boundary (or frontier) of A. We also denote the boundary of A by ∂A.

Remark: The notation A for the closure of a subset, A, of E is somewhat unfortu-
nate, since A is often used to denote the set complement of A in E. Still, we prefer it
to more cumbersome notations such as clo(A) and we denote the complement of A
in E by E−A.

By definition, it is clear that a subset, A, of E is closed iff A = A. The set Q of

rationals is dense in R. It is easily shown that A =
◦
A ∪∂A and

◦
A ∩∂A = /0. Another

useful characterization of A is given by the following proposition:

Proposition C.3. Given a topological space, (E,O), given any subset, A, of E, the
closure, A, of A is the set of all points, x ∈ E, such that for every open set, U,
containing x, then U ∩A 6= /0.

Proof. If A = /0, since /0 is closed, the proposition holds trivially. Thus, assume that
A 6= /0. First, assume that x ∈ A. Let U be any open set such that x ∈ U . If U ∩
A = /0, since U is open, then E −U is a closed set containing A and since A is
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the intersection of all closed sets containing A, we must have x ∈ E−U , which is
impossible. Conversely, assume that x ∈ E is a point such that for every open set,
U , containing x, then U ∩A 6= /0. Let F be any closed subset containing A. If x /∈ F ,
since F is closed, then U = E−F is an open set such that x ∈U , and U ∩A = /0, a
contradiction. Thus, we have x ∈ F for every closed set containing A, that is, x ∈ A.
ut

Often, it is necessary to consider a subset, A, of a topological space E, and to
view the subset A as a topological space. The following proposition shows how to
define a topology on a subset:

Proposition C.4. Given a topological space, (E,O), given any subset, A, of E, let

U = {U ∩A |U ∈ O}

be the family of all subsets of A obtained as the intersection of any open set in O
with A. The following properties hold:

(1) The space (A,U ) is a topological space.
(2) If E is a metric space with metric d, then the restriction, dA : A×A→R+, of the

metric, d, to A defines a metric space. Furthermore, the topology induced by the
metric, dA, agrees with the topology defined by U , as above.

Proof. Left as an exercise. ut

Proposition C.4 suggests the following definition:

Definition C.7. Given a topological space, (E,O), given any subset, A, of E, the
subspace topology on A induced by O is the family, U , of open sets defined such
that

U = {U ∩A |U ∈ O}
is the family of all subsets of A obtained as the intersection of any open set in O
with A. We say that (A,U ) has the subspace topology. If (E,d) is a metric space,
the restriction, dA : A×A→R+, of the metric, d, to A is called the subspace metric.

For example, if E = Rn and d is the Euclidean metric, we obtain the subspace
topology on the closed n-cube,

{(x1, . . . ,xn) ∈ E | ai ≤ xi ≤ bi, 1≤ i≤ n}.

� One should realize that every open set, U ∈ O , which is entirely contained in
A is also in the family, U , but U may contain open sets that are not in O .

For example, if E = R with |x− y|, and A = [a,b], then sets of the form [a,c[, with
a < c < b belong to U , but they are not open sets for R under |x− y|. However,
there is agreement in the following situation.
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Proposition C.5. Given a topological space, (E,O), given any subset, A, of E, if U
is the subspace topology, then the following properties hold.

(1) If A is an open set, A ∈ O , then every open set, U ∈U , is an open set, U ∈ O .
(2) If A is a closed set in E, then every closed set w.r.t. the subspace topology is a

closed set w.r.t. O .

Proof. Left as an exercise. ut

The concept of product topology is also useful. We have the following proposi-
tion:

Proposition C.6. Given n topological spaces, (Ei,Oi), let B be the family of subsets
of E1×·· ·×En defined as follows:

B = {U1×·· ·×Un |Ui ∈ Oi, 1≤ i≤ n},

and let P be the family consisting of arbitrary unions of sets in B, including /0.
Then, P is a topology on E1×·· ·×En.

Proof. Left as an exercise. ut

Definition C.8. Given n topological spaces, (Ei,Oi), the product topology on E1×
·· ·×En is the family, P , of subsets of E1×·· ·×En defined as follows: if

B = {U1×·· ·×Un |Ui ∈ Oi, 1≤ i≤ n},

then P is the family consisting of arbitrary unions of sets in B, including /0.

If each (Ei,‖‖i) is a normed vector space, there are three natural norms that can
be defined on E1×·· ·×En:

‖(x1, . . . ,xn)‖1 = ‖x1‖1 + · · ·+‖xn‖n,

‖(x1, . . . ,xn)‖2 =
(
‖x1‖2

1 + · · ·+‖xn‖2
n

) 1
2
,

‖(x1, . . . ,xn)‖∞ = max{‖x1‖1, . . . ,‖xn‖n}.

The above norms all define the same topology, which is the product topology.
One can also verify that when Ei =R, with the standard topology induced by |x−y|,
the topology product on Rn is the standard topology induced by the Euclidean norm.

Definition C.9. Two metrics, d1 and d2, on a space, E, are equivalent if they induce
the same topology, O , on E (i.e., they define the same family, O , of open sets).
Similarly, two norms, ‖‖1 and ‖‖2, on a space, E, are equivalent if they induce the
same topology, O , on E.
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Remark: Given a topological space, (E,O), it is often useful, as in Proposition C.6,
to define the topology O in terms of a subfamily, B, of subsets of E. We say that a
family, B, of subsets of E is a basis for the topology O if B is a subset of O and if
every open set, U , in O can be obtained as some union (possibly infinite) of sets in
B (agreeing that the empty union is the empty set). It is immediately verified that
if a family, B = (Ui)i∈I , is a basis for the topology of (E,O), then E =

⋃
i∈I Ui and

the intersection of any two sets, Ui,U j ∈B, is the union of some sets in the family
B (again, agreeing that the empty union is the empty set). Conversely, a family,
B, with these properties is the basis of the topology obtained by forming arbitrary
unions of sets in B.

A subbasis for O is a family, S , of subsets of E such that the family, B, of all
finite intersections of sets in S (including E itself, in case of the empty intersection)
is a basis of O .

We now consider the fundamental property of continuity.

Definition C.10. Let (E,OE) and (F,OF) be topological spaces and let f : E → F
be a function. For every a ∈ E, we say that f is continuous at a if for every open set,
V ∈ OF , containing f (a), there is some open set, U ∈ OE , containing a, such that
f (U)⊆V . We say that f is continuous if it is continuous at every a ∈ E.

Define a neighborhood of a ∈ E as any subset, N of E, containing some open set,
O ∈ O , such that a ∈ O. Now, if f is continuous at a and N is any neighborhood of
f (a), then there is some open set, V ⊆ N, containing f (a) and since f is continuous
at a, there is some open set, U , containing a, such that f (U)⊆V . Since V ⊆ N, the
open set, U , is a subset of f−1(N) containing a and f−1(N) is a neighborhood of a.
Conversely, if f−1(N) is a neighborhood of a whenever N is any neighborhood of
f (a), it is immediate that f is continuous at a. Thus, we can restate Definition C.10
as follows:

The function, f , is continuous at a∈E iff for every neighborhood, N, of f (a)∈F ,
then f−1(N) is a neighborhood of a.

It is also easy to check that f is continuous on E iff f−1(V ) is an open set in OE
for every open set, V ∈ OF .

If E and F are metric spaces defined by metrics d1 and d2, we can show easily
that f is continuous at a iff

for every ε > 0, there is some η > 0, such that, for every x ∈ E,

if d1(a, x)≤ η , then d2( f (a), f (x))≤ ε.

Similarly, if E and F are normed vector spaces defined by norms ‖ ‖1 and ‖ ‖2,
we can show easily that f is continuous at a iff

for every ε > 0, there is some η > 0, such that, for every x ∈ E,

if ‖x−a‖1 ≤ η , then ‖ f (x)− f (a)‖2 ≤ ε.

It is worth noting that continuity is a topological notion, in the sense that equiv-
alent metrics (or equivalent norms) define exactly the same notion of continuity.
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If (E,OE) and (F,OF) are topological spaces and f : E→ F is a function, for ev-
ery nonempty subset, A⊆ E, of E, we say that f is continuous on A if the restriction
of f to A is continuous with respect to (A,U ) and (F,OF), where U is the subspace
topology induced by OE on A.

Given a product, E1×·· ·×En, of topological spaces, as usual, we let πi : E1×
·· ·×En→ Ei be the projection function such that, πi(x1, . . . ,xn) = xi. It is immedi-
ately verified that each πi is continuous.

Given a topological space, (E,O), we say that a point, a ∈ E, is isolated if {a} is
an open set in O . Then, if (E,OE) and (F,OF) are topological spaces, any function,
f : E → F , is continuous at every isolated point, a ∈ E. In the discrete topology,
every point is isolated. In a nontrivial normed vector space, (E,‖‖), (with E 6= {0}),
no point is isolated. To show this, we show that every open ball, B0(u,ρ,), contains
some vectors different from u. Indeed, since E is nontrivial, there is some v∈ E such
that v 6= 0, and thus λ = ‖v‖> 0 (by (N1)). Let

w = u+
ρ

λ +1
v.

Since v 6= 0 and ρ > 0, we have w 6= u. Then,

‖w−u‖=
∥∥∥∥ ρ

λ +1
v
∥∥∥∥= ρλ

λ +1
< ρ,

which shows that ‖w−u‖< ρ , for w 6= u.
The following proposition is easily shown:

Proposition C.7. Given topological spaces, (E,OE), (F,OF), and (G,OG), and two
functions, f : E→ F and g : F→G, if f is continuous at a ∈ E and g is continuous
at f (a) ∈ F, then g◦ f : E→ G is continuous at a ∈ E. Given n topological spaces,
(Fi,Oi), for every function, f : E → F1×·· ·×Fn, then f is continuous at a ∈ E iff
every fi : E→ Fi is continuous at a, where fi = πi ◦ f .

One can also show that in a metric space, (E,d), the norm d : E ×E → R is
continuous, where E ×E has the product topology and that for a normed vector
space, (E,‖‖), the norm ‖‖ : E→ R is continuous.

Given a function, f : E1×·· ·×En→ F , we can fix n− 1 of the arguments, say
a1, . . . ,ai−1,ai+1, . . . ,an, and view f as a function of the remaining argument,

xi 7→ f (a1, . . . ,ai−1,xi,ai+1, . . . ,an),

where xi ∈ Ei. If f is continuous, it is clear that each fi is continuous.

� One should be careful that the converse is false! For example, consider the
function f : R×R→ R, defined such that,

f (x,y) =
xy

x2 + y2 if (x,y) 6= (0,0), and f (0,0) = 0.
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The function f is continuous on R×R−{(0,0)}, but on the line y=mx, with m 6= 0,
we have f (x,y) = m

1+m2 6= 0, and thus, on this line, f (x,y) does not approach 0 when
(x,y) approaches (0,0).

The following proposition is useful for showing that real-valued functions are
continuous.

Proposition C.8. If E is a topological space and (R, |x−y|) denotes the reals under
the standard topology, for any two functions, f : E → R and g : E → R, for any
a ∈ E, for any λ ∈ R, if f and g are continuous at a, then f + g, λ f , f · g, are
continuous at a, and f/g is continuous at a if g(a) 6= 0.

Proof. Left as an exercise. ut

Using Proposition C.8, we can show easily that every real polynomial function is
continuous.

The notion of isomorphism of topological spaces is defined as follows:

Definition C.11. Let (E,OE) and (F,OF) be topological spaces and let f : E → F
be a function. We say that f is a homeomorphism between E and F if f is bijective
and both f : E→ F and f−1 : F → E are continuous.

� One should be careful that a bijective continuous function f : E → F is not
necessarily an homeomorphism. For example, if E = R with the discrete

topology and F = R with the standard topology, the identity is not a homeomor-
phism. Another interesting example involving a parametric curve is given below.
Let L : R→ R2 be the function, defined such that,

L1(t) =
t(1+ t2)

1+ t4 ,

L2(t) =
t(1− t2)

1+ t4 .

If we think of (x(t),y(t)) = (L1(t),L2(t)) as a geometric point in R2, the set of
points (x(t),y(t)) obtained by letting t vary in R from −∞ to +∞ defines a curve
having the shape of a “figure eight”, with self-intersection at the origin, called the
“lemniscate of Bernoulli”. The map L is continuous and, in fact bijective, but its
inverse, L−1, is not continuous. Indeed, when we approach the origin on the branch
of the curve in the upper left quadrant (i.e., points such that, x ≤ 0, y ≥ 0), then
t goes to −∞, and when we approach the origin on the branch of the curve in the
lower right quadrant (i.e., points such that, x≥ 0, y≤ 0), then t goes to +∞.

We also review the concept of limit of a sequence. Given any set, E, a sequence
is any function, x : N→ E, usually denoted by (xn)n∈N, or (xn)n≥0, or even as (xn).

Definition C.12. Given a topological space, (E,O), we say that a sequence, (xn)n∈N,
converges to some a∈ E if for every open set, U , containing a, there is some n0 ≥ 0,
such that, xn ∈U , for all n≥ n0. We also say that a is a limit of (xn)n∈N.
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When E is a metric space with metric d, this is equivalent to the fact that,
for every ε > 0, there is some n0 ≥ 0, such that, d(xn, a)≤ ε , for all n≥ n0.
When E is a normed vector space with norm ‖‖, this is equivalent to the fact that,
for every ε > 0, there is some n0 ≥ 0, such that, ‖xn−a‖ ≤ ε , for all n≥ n0.
The following proposition shows the importance of the Hausdorff separation ax-

iom.

Proposition C.9. Given a topological space, (E,O), if the Hausdorff separation
axiom holds, then every sequence has at most one limit.

Proof. Left as an exercise. ut

It is worth noting that the notion of limit is topological, in the sense that a se-
quence converge to a limit, b, iff it converges to the same limit b in any equivalent
metric (and similarly for equivalent norms).

We still need one more concept of limit for functions.

Definition C.13. Let (E,OE) and (F,OF) be topological spaces, let A be some
nonempty subset of E, and let f : A→ F be a function. For any a ∈ A and any
b∈ F , we say that f (x) approaches b as x approaches a with values in A if for every
open set, V ∈ OF , containing b, there is some open set, U ∈ OE , containing a, such
that, f (U ∩A)⊆V . This is denoted by

lim
x→a,x∈A

f (x) = b.

First, note that by Proposition C.3, since a ∈ A, for every open set, U , containing
a, we have U ∩A 6= /0, and the definition is nontrivial. Also, even if a ∈ A, the value,
f (a), of f at a plays no role in this definition. When E and F are metric space with
metrics d1 and d2, it can be shown easily that the definition can be stated as follows:

for every ε > 0, there is some η > 0, such that, for every x ∈ A,

if d1(x, a)≤ η , then d2( f (x), b)≤ ε.

When E and F are normed vector spaces with norms ‖ ‖1 and ‖ ‖2, it can be
shown easily that the definition can be stated as follows:

for every ε > 0, there is some η > 0, such that, for every x ∈ A,

if ‖x−a‖1 ≤ η , then ‖ f (x)−b‖2 ≤ ε.

We have the following result relating continuity at a point and the previous no-
tion:

Proposition C.10. Let (E,OE) and (F,OF) be two topological spaces and let
f : E → F be a function. For any a ∈ E, the function f is continuous at a iff f (x)
approaches f (a) when x approaches a (with values in E).

Proof. Left as a trivial exercise. ut
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Another important proposition relating the notion of convergence of a sequence
to continuity is stated without proof.

Proposition C.11. Let (E,OE) and (F,OF) be two topological spaces and let
f : E→ F be a function.

(1) If f is continuous, then for every sequence, (xn)n∈N, in E, if (xn) converges to a,
then ( f (xn)) converges to f (a).

(2) If E is a metric space and ( f (xn)) converges to f (a) whenever (xn) converges to
a, for every sequence, (xn)n∈N, in E, then f is continuous.

Remark: A special case of Definition C.13 shows up in the following case: E =R,
and F is some arbitrary topological space. Let A be some nonempty subset of R,
and let f : A→ F be some function. For any a ∈ A, we say that f is continuous on
the right at a if

lim
x→a,x∈A∩[a,+∞[

f (x) = f (a).

We can define continuity on the left at a in a similar fashion.

We now turn to connectivity properties of topological spaces.

C.3 Connected Sets

Connectivity properties of topological spaces play a very important role in under-
standing the topology of surfaces. This section gathers the facts needed to have a
good understanding of the classification theorem for compact surfaces (with bound-
ary). The main references are Ahlfors and Sario [1] and Massey [8, 9]. For general
backgroud on topology, geometry, and algebraic topology, we also highly recom-
mend Bredon [3] and Fulton [6].

Definition C.14. A topological space, (E,O), is connected if the only subsets of E
that are both open and closed are the empty set and E itself. Equivalently, (E,O) is
connected if E cannot be written as the union, E =U ∪V , of two disjoint nonempty
open sets, U,V , if E cannot be written as the union, E = U ∪V , of two disjoint
nonempty closed sets. A subset, S⊆E, is connected if it is connected in the subspace
topology on S induced by (E,O). A connected open set is called a region and a
closed set is a closed region if its interior is a connected (open) set.

Intuitively, if a space is not connected, it is possible to define a continuous func-
tion which is constant on disjoint “connected components” and which takes possi-
bly distinct values on disjoint components. This can be stated in terms of the con-
cept of a locally constant function. Given two topological spaces, X ,Y , a function,
f : X → Y , is locally constant if for every x ∈ X , there is an open set, U ⊆ X , such
that x ∈ X and f is constant on U .
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We claim that a locally constant function is continuous. In fact, we will prove
that f−1(V ) is open for every subset, V ⊆Y (not just for an open set V ). It is enough
to show that f−1(y) is open for every y ∈ Y , since for every subset V ⊆ Y ,

f−1(V ) =
⋃
y∈V

f−1(y),

and open sets are closed under arbitrary unions. However, either f−1(y) = /0 if y ∈
Y − f (X) or f is constant on U = f−1(y) if y ∈ f (X) (with value y), and since f is
locally constant, for every x∈U , there is some open set, W ⊆X , such that x∈W and
f is constant on W , which implies that f (w) = y for all w∈W and thus, that W ⊆U ,
showing that U is a union of open sets and thus, is open. The following proposition
shows that a space is connected iff every locally constant function is constant:

Proposition C.12. A topological space is connected iff every locally constant func-
tion is constant.

Proof. First, assume that X is connected. Let f : X → Y be a locally constant
function to some space Y and assume that f is not constant. Pick any y ∈ f (Y ).
Since f is not constant, U1 = f−1(y) 6= X , and of course, U1 6= /0. We proved just
before Proposition C.12 that f−1(V ) is open for every subset V ⊆ Y , and thus
U1 = f−1(y) = f−1({y}) and U2 = f−1(Y −{y}) are both open, nonempty, and
clearly X = U1 ∪U2 and U1 and U2 are disjoint. This contradicts the fact that X is
connected and f must be constant.

Assume that every locally constant function, f : X → Y , to a Hausdorff space,
Y , is constant. If X is not connected, we can write X =U1∪U2, where both U1,U2
are open, disjoint, and nonempty. We can define the function, f : X → R, such that
f (x) = 1 on U1 and f (x) = 0 on U2. Since U1 and U2 are open, the function f is
locally constant, and yet not constant, a contradiction. ut

The following standard proposition characterizing the connected subsets of R
can be found in most topology texts (for example, Munkres [10], Schwartz [11]).
For the sake of completeness, we give a proof.

Proposition C.13. A subset of the real line, R, is connected iff it is an interval, i.e.,
of the form [a,b], ]a,b], where a =−∞ is possible, [a,b[ , where b =+∞ is possible,
or ]a,b[ , where a =−∞ or b =+∞ is possible.

Proof. Assume that A is a connected nonempty subset of R. The cases where A = /0
or A consists of a single point are trivial. We show that whenever a,b∈A, a< b, then
the entire interval [a,b] is a subset of A. Indeed, if this was not the case, there would
be some c ∈ ]a,b[ such that c /∈ A, and then we could write A = ( ]−∞,c[ ∩A)∪
( ]c,+∞[ ∩A), where ]−∞,c[∩A and ]c,+∞[∩A are nonempty and disjoint open
subsets of A, contradicting the fact that A is connected. It follows easily that A must
be an interval.

Conversely, we show that an interval, I, must be connected. Let A be any
nonempty subset of I which is both open and closed in I. We show that I = A.
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Fix any x ∈ A and consider the set, Rx, of all y such that [x,y]⊆ A. If the set Rx is un-
bounded, then Rx = [x,+∞[ . Otherwise, if this set is bounded, let b be its least upper
bound. We claim that b is the right boundary of the interval I. Because A is closed
in I, unless I is open on the right and b is its right boundary, we must have b ∈ A.
In the first case, A∩ [x,b[= I ∩ [x,b[= [x,b[ . In the second case, because A is also
open in I, unless b is the right boundary of the interval I (closed on the right), there
is some open set ]b−η ,b+η [ contained in A, which implies that [x,b+η/2]⊆ A,
contradicting the fact that b is the least upper bound of the set Rx. Thus, b must be
the right boundary of the interval I (closed on the right). A similar argument applies
to the set, Ly, of all x such that [x,y]⊆ A and either Ly is unbounded, or its greatest
lower bound a is the left boundary of I (open or closed on the left). In all cases, we
showed that A = I, and the interval must be connected. ut

A characterization on the connected subsets of Rn is harder and requires the
notion of arcwise connectedness. One of the most important properties of connected
sets is that they are preserved by continuous maps.

Proposition C.14. Given any continuous map, f : E → F, if A ⊆ E is connected,
then f (A) is connected.

Proof. If f (A) is not connected, then there exist some nonempty open sets, U,V , in
F such that f (A)∩U and f (A)∩V are nonempty and disjoint, and

f (A) = ( f (A)∩U)∪ ( f (A)∩V ).

Then, f−1(U) and f−1(V ) are nonempty and open since f is continuous and

A = (A∩ f−1(U))∪ (A∩ f−1(V )),

with A∩ f−1(U) and A∩ f−1(V ) nonempty, disjoint, and open in A, contradicting
the fact that A is connected. ut

An important corollary of Proposition C.14 is that for every continuous function,
f : E → R, where E is a connected space, then f (E) is an interval. Indeed, this
follows from Proposition C.13. Thus, if f takes the values a and b where a < b, then
f takes all values c ∈ [a,b]. This is a very important property.

Even if a topological space is not connected, it turns out that it is the disjoint
union of maximal connected subsets and these connected components are closed in
E. In order to obtain this result, we need a few lemmas.

Lemma C.1. Given a topological space, E, for any family, (Ai)i∈I , of (nonempty)
connected subsets of E, if Ai∩A j 6= /0 for all i, j ∈ I, then the union, A =

⋃
i∈I Ai, of

the family, (Ai)i∈I , is also connected.

Proof. Assume that
⋃

i∈I Ai is not connected. Then, there exists two nonempty open
subsets, U and V , of E such that A∩U and A∩V are disjoint and nonempty and
such that

A = (A∩U)∪ (A∩V ).
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Now, for every i ∈ I, we can write

Ai = (Ai∩U)∪ (Ai∩V ),

where Ai∩U and Ai∩V are disjoint, since Ai ⊆ A and A∩U and A∩V are disjoint.
Since Ai is connected, either Ai ∩U = /0 or Ai ∩V = /0. This implies that either
Ai ⊆ A∩U or Ai ⊆ A∩V . However, by assumption, Ai∩A j 6= /0, for all i, j ∈ I, and
thus, either both Ai ⊆ A∩U and A j ⊆ A∩U , or both Ai ⊆ A∩V and A j ⊆ A∩V ,
since A∩U and A∩V are disjoint. Thus, we conclude that either Ai ⊆ A∩U for all
i ∈ I, or Ai ⊆ A∩V for all i ∈ I. But this proves that either

A =
⋃
i∈I

Ai ⊆ A∩U,

or
A =

⋃
i∈I

Ai ⊆ A∩V,

contradicting the fact that both A∩U and A∩V are disjoint and nonempty. Thus, A
must be connected. ut

In particular, the above lemma applies when the connected sets in a family (Ai)i∈I
have a point in common.

Lemma C.2. If A is a connected subset of a topological space, E, then for every
subset, B, such that A ⊆ B ⊆ A, where A is the closure of A in E, the set B is con-
nected.

Proof. If B is not connected, then there are two nonempty open subsets, U,V , of E
such that B∩U and B∩V are disjoint and nonempty, and

B = (B∩U)∪ (B∩V ).

Since A⊆ B, the above implies that

A = (A∩U)∪ (A∩V ),

and since A is connected, either A∩U = /0, or A∩V = /0. Without loss of generality,
assume that A∩V = /0, which implies that A ⊆ A∩U ⊆ B∩U . However, B∩U
is closed in the subspace topology for B and since B ⊆ A and A is closed in E,
the closure of A in B w.r.t. the subspace topology of B is clearly B∩A = B, which
implies that B ⊆ B∩U (since the closure is the smallest closed set containing the
given set). Thus, B∩V = /0, a contradiction. ut

In particular, Lemma C.2 shows that if A is a connected subset, then its closure,
A, is also connected. We are now ready to introduce the connected components of a
space.

Definition C.15. Given a topological space, (E,O), we say that two points, a,b∈E,
are connected if there is some connected subset, A, of E such that a ∈ A and b ∈ A.
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It is immediately verified that the relation “a and b are connected in E” is an
equivalence relation. Only transitivity is not obvious, but it follows immediately as a
special case of Lemma C.1. Thus, the above equivalence relation defines a partition
of E into nonempty disjoint connected components. The following proposition is
easily proved using Lemma C.1 and Lemma C.2:

Proposition C.15. Given any topological space, E, for any a ∈ E, the connected
component containing a is the largest connected set containing a. The connected
components of E are closed.

The notion of a locally connected space is also useful.

Definition C.16. A topological space, (E,O), is locally connected if for every a ∈
E, for every neighborhood, V , of a, there is a connected neighborhood, U , of a such
that U ⊆V .

As we shall see in a moment, it would be equivalent to require that E has a basis
of connected open sets.

� There are connected spaces that are not locally connected and there are locally
connected spaces that are not connected. The two properties are independent.

Proposition C.16. A topological space, E, is locally connected iff for every open
subset, A, of E, the connected components of A are open.

Proof. Assume that E is locally connected. Let A be any open subset of E and let
C be one of the connected components of A. For any a ∈C ⊆ A, there is some con-
nected neigborhood, U , of a such that U ⊆ A and since C is a connected component
of A containing a, we must have U ⊆ C. This shows that for every a ∈ C, there is
some open subset containing a contained in C, so C is open.

Conversely, assume that for every open subset, A, of E, the connected compo-
nents of A are open. Then, for every a∈ E and every neighborhood, U , of a, since U

contains some open set A containing a, the interior,
◦

U , of U is an open set containing
a and its connected components are open. In particular, the connected component C
containing a is a connected open set containing a and contained in U . ut

Proposition C.16 shows that in a locally connected space, the connected open sets
form a basis for the topology. It is easily seen that Rn is locally connected. Another
very important property of surfaces and more generally, manifolds, is to be arcwise
connected. The intuition is that any two points can be joined by a continuous arc of
curve. This is formalized as follows.

Definition C.17. Given a topological space, (E,O), an arc (or path) is a continuous
map, γ : [a,b]→ E, where [a,b] is a closed interval of the real line, R. The point γ(a)
is the initial point of the arc and the point γ(b) is the terminal point of the arc. We
say that γ is an arc joining γ(a) and γ(b). An arc is a closed curve if γ(a) = γ(b).
The set γ([a,b]) is the trace of the arc γ .

Typically, a = 0 and b = 1. In the sequel, this will be assumed.
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� One should not confuse an arc, γ : [a,b]→ E, with its trace. For example, γ

could be constant, and thus, its trace reduced to a single point.

An arc is a Jordan arc if γ is a homeomorphism onto its trace. An arc, γ : [a,b]→
E, is a Jordan curve if γ(a) = γ(b) and γ is injective on [a,b[ . Since [a,b] is con-
nected, by Proposition C.14, the trace γ([a,b]) of an arc is a connected subset of
E.

Given two arcs γ : [0,1]→ E and δ : [0,1]→ E such that γ(1) = δ (0), we can
form a new arc defined as follows:

Definition C.18. Given two arcs, γ : [0,1]→ E and δ : [0,1]→ E, such that γ(1) =
δ (0), we can form their composition (or product), γδ ,, defined such that

γδ (t) =
{

γ(2t) if 0≤ t ≤ 1/2;
δ (2t−1) if 1/2≤ t ≤ 1.

The inverse, γ−1, of the arc, γ , is the arc defined such that γ−1(t) = γ(1− t), for all
t ∈ [0,1].

It is trivially verified that Definition C.18 yields continuous arcs.

Definition C.19. A topological space, E, is arcwise connected if for any two points,
a,b ∈ E, there is an arc, γ : [0,1]→ E, joining a and b, i.e., such that γ(0) = a and
γ(1) = b. A topological space, E, is locally arcwise connected if for every a ∈ E,
for every neighborhood, V , of a, there is an arcwise connected neighborhood, U , of
a such that U ⊆V .

The space Rn is locally arcwise connected, since for any open ball, any two points
in this ball are joined by a line segment. Manifolds and surfaces are also locally
arcwise connected. Proposition C.14 also applies to arcwise connectedness (this is
a simple exercise). The following theorem is crucial to the theory of manifolds and
surfaces:

Theorem C.1. If a topological space, E, is arcwise connected, then it is connected.
If a topological space, E, is connected and locally arcwise connected, then E is
arcwise connected.

Proof. First, assume that E is arcwise connected. Pick any point, a, in E. Since E is
arcwise connected, for every b ∈ E, there is a path, γb : [0,1]→ E, from a to b and
so,

E =
⋃
b∈E

γb([0,1])

a union of connected subsets all containing a. By Lemma C.1, E is connected.
Now assume that E is connected and locally arcwise connected. For any point

a ∈ E, let Fa be the set of all points, b, such that there is an arc, γb : [0,1]→ E,
from a to b. Clearly, Fa contains a. We show that Fa is both open and closed. For
any b ∈ Fa, since E is locally arcwise connected, there is an arcwise connected
neighborhood U containing b (because E is a neighborhood of b). Thus, b can be
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joined to every point c ∈U by an arc, and since by the definition of Fa, there is an
arc from a to b, the composition of these two arcs yields an arc from a to c, which
shows that c ∈ Fa. But then U ⊆ Fa and thus, Fa is open. Now assume that b is in
the complement of Fa. As in the previous case, there is some arcwise connected
neighborhood U containing b. Thus, every point c ∈U can be joined to b by an arc.
If there was an arc joining a to c, we would get an arc from a to b, contradicting the
fact that b is in the complement of Fa. Thus, every point c ∈U is in the complement
of Fa, which shows that U is contained in the complement of Fa, and thus, that the
the complement of Fa is open. Consequently, we have shown that Fa is both open
and closed and since it is nonempty, we must have E = Fa, which shows that E is
arcwise connected. ut

If E is locally arcwise connected, the above argument shows that the connected
components of E are arcwise connected.

� It is not true that a connected space is arcwise connected. For example, the
space consisting of the graph of the function

f (x) = sin(1/x),

where x > 0, together with the portion of the y-axis, for which −1 ≤ y ≤ 1, is con-
nected, but not arcwise connected.

A trivial modification of the proof of Theorem C.1 shows that in a normed vector
space, E, a connected open set is arcwise connected by polygonal lines (i.e., arcs
consisting of line segments). This is because in every open ball, any two points are
connected by a line segment. Furthermore, if E is finite dimensional, these polygo-
nal lines can be forced to be parallel to basis vectors.

We now consider compactness.

C.4 Compact Sets

The property of compactness is very important in topology and analysis. We provide
a quick review geared towards the study of surfaces and for details, we refer the
reader to Munkres [10], Schwartz [11]. In this section, we will need to assume that
the topological spaces are Hausdorff spaces. This is not a luxury, as many of the
results are false otherwise.

There are various equivalent ways of defining compactness. For our purposes,
the most convenient way involves the notion of open cover.

Definition C.20. Given a topological space, E, for any subset, A, of E, an open
cover, (Ui)i∈I , of A is a family of open subsets of E such that A⊆ ⋃i∈I Ui. An open
subcover of an open cover, (Ui)i∈I , of A is any subfamily, (U j) j∈J , which is an
open cover of A, with J ⊆ I. An open cover, (Ui)i∈I , of A is finite if I is finite. The
topological space, E, is compact if it is Hausdorff and for every open cover, (Ui)i∈I ,
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of E, there is a finite open subcover, (U j) j∈J , of E. Given any subset, A, of E, we
say that A is compact if it is compact with respect to the subspace topology. We say
that A is relatively compact if its closure A is compact.

It is immediately verified that a subset, A, of E is compact in the subspace topol-
ogy relative to A iff for every open cover, (Ui)i∈I , of A by open subsets of E, there
is a finite open subcover, (U j) j∈J , of A. The property that every open cover contains
a finite open subcover is often called the Heine-Borel-Lebesgue property. By con-
sidering complements, a Hausdorff space is compact iff for every family, (Fi)i∈I , of
closed sets, if

⋂
i∈I Fi = /0, then

⋂
j∈J Fj = /0 for some finite subset, J, of I.

� Definition C.20 requires that a compact space be Hausdorff. There are books in
which a compact space is not necessarily required to be Hausdorff. Following

Schwartz, we prefer calling such a space quasi-compact.

Another equivalent and useful characterization can be given in terms of families
having the finite intersection property. A family, (Fi)i∈I , of sets has the finite inter-
section property if

⋂
j∈J Fj 6= /0 for every finite subset, J, of I. We have the following

proposition:

Proposition C.17. A topological Hausdorff space, E, is compact iff for every family,
(Fi)i∈I , of closed sets having the finite intersection property, then

⋂
i∈I Fi 6= /0.

Proof. If E is compact and (Fi)i∈I is a family of closed sets having the finite in-
tersection property, then

⋂
i∈I Fi cannot be empty, since otherwise we would have⋂

j∈J Fj = /0 for some finite subset, J, of I, a contradiction. The converse is equally
obvious. ut

Another useful consequence of compactness is as follows. For any family, (Fi)i∈I ,
of closed sets such that Fi+1 ⊆ Fi for all i ∈ I, if

⋂
i∈I Fi = /0, then Fi = /0 for some

i∈ I. Indeed, there must be some finite subset, J, of I such that
⋂

j∈J Fj = /0 and since
Fi+1 ⊆ Fi for all i ∈ I, we must have Fj = /0 for the smallest Fj in (Fj) j∈J . Using this
fact, we note that R is not compact. Indeed, the family of closed sets, ([n,+∞[ )n≥0,
is decreasing and has an empty intersection.

Given a metric space, if we define a bounded subset to be a subset that can be
enclosed in some closed ball (of finite radius), then any nonbounded subset of a
metric space is not compact. However, a closed interval [a,b] of the real line is
compact.

Proposition C.18. Every closed interval, [a,b], of the real line is compact.

Proof. We proceed by contradiction. Let (Ui)i∈I be any open cover of [a,b] and
assume that there is no finite open subcover. Let c = (a+ b)/2. If both [a,c] and
[c,b] had some finite open subcover, so would [a,b], and thus, either [a,c] does not
have any finite subcover, or [c,b] does not have any finite open subcover. Let [a1,b1]
be such a bad subinterval. The same argument applies and we split [a1,b1] into two
equal subintervals, one of which must be bad. Thus, having defined [an,bn] of length
(b− a)/2n as an interval having no finite open subcover, splitting [an,bn] into two
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equal intervals, we know that at least one of the two has no finite open subcover and
we denote such a bad interval by [an+1,bn+1]. The sequence (an) is nondecreasing
and bounded from above by b, and thus, by a fundamental property of the real line, it
converges to its least upper bound, α . Similarly, the sequence (bn) is nonincreasing
and bounded from below by a and thus, it converges to its greatest lowest bound, β .
Since [an,bn] has length (b− a)/2n, we must have α = β . However, the common
limit α = β of the sequences (an) and (bn) must belong to some open set, Ui, of
the open cover and since Ui is open, it must contain some interval [c,d] containing
α . Then, because α is the common limit of the sequences (an) and (bn), there is
some N such that the intervals [an,bn] are all contained in the interval [c,d] for all
n≥ N, which contradicts the fact that none of the intervals [an,bn] has a finite open
subcover. Thus, [a,b] is indeed compact. ut

The argument of Proposition C.18 can be adapted to show that in Rm, every
closed set, [a1,b1]× ·· · × [am,bm], is compact. At every stage, we need to divide
into 2m subpieces instead of 2.

The following two propositions give very important properties of the compact
sets, and they only hold for Hausdorff spaces:

Proposition C.19. Given a topological Hausdorff space, E, for every compact sub-
set, A, and every point, b, not in A, there exist disjoint open sets, U and V , such that
A⊆U and b ∈V . As a consequence, every compact subset is closed.

Proof. Since E is Hausdorff, for every a ∈ A, there are some disjoint open sets,
Ua and Vb, containing a and b respectively. Thus, the family, (Ua)a∈A, forms an
open cover of A. Since A is compact there is a finite open subcover, (U j) j∈J , of A,
where J ⊆ A, and then

⋃
j∈J U j is an open set containing A disjoint from the open

set
⋂

j∈J Vj containing b. This shows that every point, b, in the complement of A
belongs to some open set in this complement and thus, that the complement is open,
i.e., that A is closed. ut

Actually, the proof of Proposition C.19 can be used to show the following useful
property:

Proposition C.20. Given a topological Hausdorff space, E, for every pair of com-
pact disjoint subsets, A and B, there exist disjoint open sets, U and V , such that
A⊆U and B⊆V .

Proof. We repeat the argument of Proposition C.19 with B playing the role of b
and use Proposition C.19 to find disjoint open sets, Ua, containing a ∈ A and, Va,
containing B. ut

The following proposition shows that in a compact topological space, every
closed set is compact:

Proposition C.21. Given a compact topological space, E, every closed set is com-
pact.
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Proof. Since A is closed, E−A is open and from any open cover, (Ui)i∈I , of A, we
can form an open cover of E by adding E−A to (Ui)i∈I and, since E is compact, a
finite subcover, (U j) j∈J∪{E−A}, of E can be extracted such that (U j) j∈J is a finite
subcover of A. ut

Remark: Proposition C.21 also holds for quasi-compact spaces, i.e., the Hausdorff
separation property is not needed.

Putting Proposition C.20 and Proposition C.21 together, we note that if X is com-
pact, then for every pair of disjoint closed, sets A and B, there exist disjoint open
sets, U and V , such that A⊆U and B⊆V . We say that X is a normal space.

Proposition C.22. Given a compact topological space, E, for every a∈ E, for every
neighborhood, V , of a, there exists a compact neighborhood, U, of a such that U ⊆V

Proof. Since V is a neighborhood of a, there is some open subset, O, of V containing
a. Then the complement, K = E −O, of O is closed and since E is compact, by
Proposition C.21, K is compact. Now, if we consider the family of all closed sets of
the form, K∩F , where F is any closed neighborhood of a, since a /∈ K, this family
has an empty intersection and thus, there is a finite number of closed neighborhood,
F1, . . . ,Fn, of a, such that K∩F1∩·· ·∩Fn = /0. Then, U = F1∩·· ·∩Fn is a compact
neigborhood of a contained in O⊆V . ut

It can be shown that in a normed vector space of finite dimension, a subset is
compact iff it is closed and bounded. For Rn, the proof is simple.

� In a normed vector space of infinite dimension, there are closed and bounded
sets that are not compact!

More could be said about compactness in metric spaces but we will only need the
notion of Lebesgue number, which will be discussed a little later. Another crucial
property of compactness is that it is preserved under continuity.

Proposition C.23. Let E be a topological space and let F be a topological Haus-
dorff space. For every compact subset, A, of E, for every continuous map, f : E→F,
the subspace f (A) is compact.

Proof. Let (Ui)i∈I be an open cover of f (A). We claim that ( f−1(Ui))i∈I is an open
cover of A, which is easily checked. Since A is compact, there is a finite open sub-
cover, ( f−1(U j)) j∈J , of A, and thus, (U j) j∈J is an open subcover of f (A). ut

As a corollary of Proposition C.23, if E is compact, F is Hausdorff, and f : E→
F is continuous and bijective, then f is a homeomorphism. Indeed, it is enough to
show that f−1 is continuous, which is equivalent to showing that f maps closed sets
to closed sets. However, closed sets are compact and Proposition C.23 shows that
compact sets are mapped to compact sets, which, by Proposition C.19, are closed.



C.4 Compact Sets 139

It can also be shown that if E is a compact nonempty space and f : E → R is a
continuous function, then there are points a,b ∈ E such that f (a) is the minimum of
f (E) and f (b) is the maximum of f (E). Indeed, f (E) is a compact subset of R and
thus, a closed and bounded set which contains its greatest lower bound and its least
upper bound.

Another useful notion is that of local compactness. Indeed, manifolds and sur-
faces are locally compact.

Definition C.21. A topological space, E, is locally compact if it is Hausdorff and
for every a ∈ E, there is some compact neighborhood, K, of a.

From Proposition C.22, every compact space is locally compact but the converse
is false. It can be shown that a normed vector space of finite dimension is locally
compact.

Proposition C.24. Given a locally compact topological space, E, for every a ∈ E,
for every neighborhood, N, of a, there exists a compact neighborhood, U, of a, such
that U ⊆ N.

Proof. For any a ∈ E, there is some compact neighborhood, V , of a. By Proposition
C.22, every neigborhood of a relative to V contains some compact neighborhood U
of a relative to V . But every neighborhood of a relative to V is a neighborhood of a
relative to E and every neighborhood N of a in E yields a neighborhood, V ∩N, of a
in V and thus, for every neighborhood, N, of a, there exists a compact neighborhood,
U , of a such that U ⊆ N. ut

It is much harder to deal with noncompact surfaces (or manifolds) than it is
to deal with compact surfaces (or manifolds). However, surfaces (and manifolds)
are locally compact and it turns out that there are various ways of embedding a
locally compact Hausdorff space into a compact Hausdorff space. The most eco-
nomical construction consists in adding just one point. This construction, known as
the Alexandroff compactification, is technically useful, and we now describe it and
sketch the proof that it achieves its goal.

To help the reader’s intuition, let us consider the case of the plane, R2. If we view
the plane, R2, as embedded in 3-space, R3, say as the xOy plane of equation z = 0,
we can consider the sphere, Σ , of radius 1 centered on the z-axis at the point (0,0,1)
and tangent to the xOy plane at the origin (sphere of equation x2+y2+(z−1)2 = 1).
If N denotes the north pole on the sphere, i.e., the point of coordinates (0,0,2), then
any line, D, passing through the north pole and not tangent to the sphere (i.e., not
parallel to the xOy plane) intersects the xOy plane in a unique point, M, and the
sphere in a unique point, P, other than the north pole, N. This, way, we obtain a
bijection between the xOy plane and the punctured sphere Σ , i.e., the sphere with
the north pole N deleted. This bijection is called a stereographic projection. The
Alexandroff compactification of the plane consists in putting the north pole back
on the sphere, which amounts to adding a single point at infinity ∞ to the plane.
Intuitively, as we travel away from the origin O towards infinity (in any direction!),
we tend towards an ideal point at infinity ∞. Imagine that we “bend” the plane so that
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it gets wrapped around the sphere, according to stereographic projection. A simpler
example consists in taking a line and getting a circle as its compactification. The
Alexandroff compactification is a generalization of these simple constructions.

Definition C.22. Let (E,O) be a locally compact space. Let ω be any point not in
E, and let Eω = E ∪{ω}. Define the family, Oω , as follows:

Oω = O ∪{(E−K)∪{ω} | K compact in E}.

The pair, (Eω ,Oω), is called the Alexandroff compactification (or one point com-
pactification) of (E,O).

The following theorem shows that (Eω ,Oω) is indeed a topological space, and
that it is compact.

Theorem C.2. Let E be a locally compact topological space. The Alexandroff com-
pactification, Eω , of E is a compact space such that E is a subspace of Eω and if E
is not compact, then E = Eω .

Proof. The verification that Oω is a family of open sets is not difficult but a bit
tedious. Details can be found in Munkres [10] or Schwartz [11]. Let us show that
Eω is compact. For every open cover, (Ui)i∈I , of Eω , since ω must be covered, there
is some Ui0 of the form

Ui0 = (E−K0)∪{ω}
where K0 is compact in E. Consider the family, (Vi)i∈I , defined as follows:

Vi = Ui if Ui ∈ O,

Vi = E−K if Ui = (E−K)∪{ω},

where K is compact in E. Then, because each K is compact and thus closed in E
(since E is Hausdorff), E−K is open, and every Vi is an open subset of E. Further-
more, the family, (Vi)i∈(I−{i0}), is an open cover of K0. Since K0 is compact, there is
a finite open subcover, (Vj) j∈J , of K0, and thus, (U j) j∈J∪{i0} is a finite open cover
of Eω .

Let us show that Eω is Hausdorff. Given any two points, a,b ∈ Eω , if both a,b ∈
E, since E is Hausdorff and every open set in O is an open set in Oω , there exist
disjoint open sets, U,V (in O), such that a∈U and b∈V . If b=ω , since E is locally
compact, there is some compact set, K, containing an open set, U , containing a and
then, U and V = (E−K)∪{ω} are disjoint open sets (in Oω ) such that a ∈U and
b ∈V .

The space E is a subspace of Eω because for every open set, U , in Oω , either
U ∈ O and E ∩U = U is open in E, or U = (E −K)∪{ω}, where K is compact
in E, and thus, U ∩E = E −K, which is open in E, since K is compact in E and
thus, closed (since E is Hausdorff). Finally, if E is not compact, for every compact
subset, K, of E, E−K is nonempty and thus, for every open set, U = (E−K)∪{ω},
containing ω , we have U ∩E 6= /0, which shows that ω ∈ E and thus, that E = Eω .
ut
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Finally, in studying surfaces and manifolds, an important property is the exis-
tence of a countable basis for the topology. Indeed, this property guarantees the
existence of trianguations of surfaces, a crucial property.

Definition C.23. A topological space E is called second-countable if there is a
countable basis for its topology, i.e., if there is a countable family, (Ui)i≥0, of open
sets such that every open set of E is a union of open sets Ui.

It is easily seen that Rn is second-countable and more generally, that every
normed vector space of finite dimension is second-countable. It can also be shown
that if E is a locally compact space that has a countable basis, then Eω also has a
countable basis (and in fact, is metrizable). We have the following properties.

Proposition C.25. Given a second-countable topological space E, every open cover
(Ui)i∈I , of E contains some countable subcover.

Proof. Let (On)n≥0 be a countable basis for the topology. Then, all sets On con-
tained in some Ui can be arranged into a countable subsequence, (Ωm)m≥0, of
(On)n≥0 and for every Ωm, there is some Uim such that Ωm ⊆ Uim . Furthermore,
every Ui is some union of sets Ω j, and thus, every a ∈ E belongs to some Ω j, which
shows that (Ωm)m≥0 is a countable open subcover of (Ui)i∈I . ut

As an immediate corollary of Proposition C.25, a locally connected second-
countable space has countably many connected components.

In second-countable Hausdorff spaces, compactness can be characterized in
terms of accumulation points (this is also true of metric spaces).

Definition C.24. Given a topological Hausdorff space, E, given any sequence, (xn),
of points in E, a point, l ∈ E, is an accumulation point (or cluster point) of the
sequence (xn) if every open set, U , containing l contains xn for infinitely many n.

Clearly, if l is a limit of the sequence, (xn), then it is an accumulation point, since
every open set, U , containing a contains all xn except for finitely many n.

Proposition C.26. A second-countable topological Hausdorff space, E, is compact
iff every sequence, (xn), has some accumulation point.

Proof. Assume that every sequence, (xn), has some accumulation point. Let (Ui)i∈I
be some open cover of E. By Proposition C.25, there is a countable open subcover,
(On)n≥0, for E. Now, if E is not covered by any finite subcover of (On)n≥0, we can
define a sequence, (xm), by induction as follows:

Let x0 be arbitrary and for every m ≥ 1, let xm be some point in E not in O1 ∪
·· ·∪Om, which exists, since O1∪·· ·∪Om is not an open cover of E. We claim that
the sequence, (xm), does not have any accumulation point. Indeed, for every l ∈ E,
since (On)n≥0 is an open cover of E, there is some Om such that l ∈ Om, and by
construction, every xn with n ≥ m+ 1 does not belong to Om, which means that
xn ∈ Om for only finitely many n and l is not an accumulation point.
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Conversely, assume that E is compact, and let (xn) be any sequence. If l ∈E is not
an accumulation point of the sequence, then there is some open set, Ul , such that l ∈
Ul and xn ∈Ul for only finitely many n. Thus, if (xn) does not have any accumulation
point, the family, (Ul)l∈E , is an open cover of E and since E is compact, it has some
finite open subcover, (Ul)l∈J , where J is a finite subset of E. But every Ul with l ∈ J
is such that xn ∈Ul for only finitely many n, and since J is finite, xn ∈

⋃
l∈J Ul for

only finitely many n, which contradicts the fact that (Ul)l∈J is an open cover of E,
and thus contains all the xn. Thus, (xn) has some accumulation point. ut

Remark: It should be noted that the proof that if E is compact, then every se-
quence has some accumulation point, holds for any arbitrary compact space (the
proof does not use a countable basis for the topology). The converse also holds for
metric spaces. We will prove this converse since it is a major property of metric
spaces.

Given a metric space in which every sequence has some accumulation point, we
first prove the existence of a Lebesgue number.

Lemma C.3. Given a metric space, E, if every sequence, (xn), has an accumulation
point, for every open cover, (Ui)i∈I , of E, there is some δ > 0 (a Lebesgue number
for (Ui)i∈I) such that, for every open ball, B0(a,ε), of diameter ε ≤ δ , there is some
open subset, Ui, such that B0(a,ε)⊆Ui.

Proof. If there was no δ with the above property, then, for every natural number, n,
there would be some open ball, B0(an,1/n), which is not contained in any open set,
Ui, of the open cover, (Ui)i∈I . However, the sequence, (an), has some accumulation
point, a, and since (Ui)i∈I is an open cover of E, there is some Ui such that a ∈Ui.
Since Ui is open, there is some open ball of center a and radius ε contained in
Ui. Now, since a is an accumulation point of the sequence, (an), every open set
containing a contain an for infinitely many n and thus, there is some n large enough
so that

1/n≤ ε/2 and an ∈ B0(a,ε/2),

which implies that
B0(an,1/n)⊆ B0(a,ε)⊆Ui,

a contradiction. ut
By a previous remark, since the proof of Proposition C.26 implies that in a com-

pact topological space, every sequence has some accumulation point, by Lemma
C.3, in a compact metric space, every open cover has a Lebesgue number. This
fact can be used to prove another important property of compact metric spaces, the
uniform continuity theorem.

Definition C.25. Given two metric spaces, (E,dE) and (F,dF), a function, f : E →
F , is uniformly continuous if for every ε > 0, there is some η > 0, such that, for all
a,b ∈ E,

if dE(a,b)≤ η then dF( f (a), f (b))≤ ε.
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The uniform continuity theorem can be stated as follows:

Theorem C.3. Given two metric spaces, (E,dE) and (F,dF), if E is compact and
f : E→ F is a continuous function, then it is uniformly continuous.

Proof. Consider any ε > 0 and let (B0(y,ε/2))y∈F be the open cover of F consisting
of open balls of radius ε/2. Since f is continuous, the family,

( f−1(B0(y,ε/2)))y∈F ,

is an open cover of E. Since, E is compact, by Lemma C.3, there is a Lebesgue
number, δ , such that for every open ball, B0(a,η), of diameter η ≤ δ , then
B0(a,η) ⊆ f−1(B0(y,ε/2)), for some y ∈ F . In particular, for any a,b ∈ E such
that dE(a,b) ≤ η = δ/2, we have a,b ∈ B0(a,δ ) and thus, a,b ∈ f−1(B0(y,ε/2)),
which implies that f (a), f (b)∈ B0(y,ε/2). But then, dF( f (a), f (b))≤ ε , as desired.
ut

We now prove another lemma needed to obtain the characterization of compact-
ness in metric spaces in terms of accumulation points.

Lemma C.4. Given a metric space, E, if every sequence, (xn), has an accumulation
point, then for every ε > 0, there is a finite open cover, B0(a0,ε)∪·· ·∪B0(an,ε), of
E by open balls of radius ε .

Proof. Let a0 be any point in E. If B0(a0,ε) = E, then the lemma is proved.
Otherwise, assume that a sequence, (a0,a1, . . . ,an), has been defined, such that
B0(a0,ε) ∪ ·· · ∪ B0(an,ε) does not cover E. Then, there is some an+1 not in
B0(a0,ε)∪·· ·∪B0(an,ε) and either

B0(a0,ε)∪·· ·∪B0(an+1,ε) = E,

in which case the lemma is proved, or we obtain a sequence, (a0,a1, . . . ,an+1), such
that B0(a0,ε)∪ ·· · ∪B0(an+1,ε) does not cover E. If this process goes on forever,
we obtain an infinite sequence, (an), such that d(am,an) > ε for all m 6= n. Since
every sequence in E has some accumulation point, the sequence, (an), has some
accumulation point, a. Then, for infinitely many n, we must have d(an,a) ≤ ε/3
and thus, for at least two distinct natural numbers, p,q, we must have d(ap,a) ≤
ε/3 and d(aq,a)≤ ε/3, which implies d(ap,aq)≤ 2ε/3, contradicting the fact that
d(am,an)> ε for all m 6= n. Thus, there must be some n such that

B0(a0,ε)∪·· ·∪B0(an,ε) = E.

ut

A metric space satisfying the condition of Lemma C.4 is sometimes called pre-
compact (or totally bounded). We now obtain the Weierstrass–Bolzano property.

Theorem C.4. A metric space, E, is compact iff every sequence, (xn), has an accu-
mulation point.
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Proof. We already observed that the proof of Proposition C.26 shows that for any
compact space (not necessarily metric), every sequence, (xn), has an accumulation
point. Conversely, let E be a metric space, and assume that every sequence, (xn), has
an accumulation point. Given any open cover, (Ui)i∈I , for E, we must find a finite
open subcover of E. By Lemma C.3, there is some δ > 0 (a Lebesgue number for
(Ui)i∈I) such that, for every open ball, B0(a,ε), of diameter ε ≤ δ , there is some
open subset, U j, such that B0(a,ε) ⊆U j. By Lemma C.4, for every δ > 0, there is
a finite open cover, B0(a0,δ )∪ ·· · ∪B0(an,δ ), of E by open balls of radius δ . But
from the previous statement, every open ball, B0(ai,δ ), is contained in some open
set, U ji , and thus, {U j1 , . . . ,U jn} is an open cover of E. ut

Another very useful characterization of compact metric spaces is obtained in
terms of Cauchy sequences. Such a characterization is quite useful in fractal ge-
ometry (and elsewhere). First, recall the definition of a Cauchy sequence and of a
complete metric space.

Definition C.26. Given a metric space, (E,d), a sequence, (xn)n∈N, in E is a Cauchy
sequence if the following condition holds: for every ε > 0, there is some p≥ 0, such
that, for all m,n≥ p, then d(xm, xn)≤ ε .

If every Cauchy sequence in (E,d) converges we say that (E,d) is a complete
metric space.

First, let us show the following proposition:

Proposition C.27. Given a metric space, E, if a Cauchy sequence, (xn), has some
accumulation point, a, then a is the limit of the sequence, (xn).

Proof. Since (xn) is a Cauchy sequence, for every ε > 0, there is some p≥ 0, such
that, for all m,n≥ p, then d(xm, xn)≤ ε/2. Since a is an accumulation point for (xn),
for infinitely many n, we have d(xn,a)≤ ε/2, and thus, for at least some n≥ p, we
have d(xn,a)≤ ε/2. Then, for all m≥ p,

d(xm,a)≤ d(xm,xn)+d(xn,a)≤ ε,

which shows that a is the limit of the sequence (xn). ut

Recall that a metric space is precompact (or totally bounded) if for every ε > 0,
there is a finite open cover, B0(a0,ε)∪ ·· · ∪B0(an,ε), of E by open balls of radius
ε . We can now prove the following theorem.

Theorem C.5. A metric space, E, is compact iff it is precompact and complete.

Proof. Let E be compact. For every ε > 0, the family of all open balls of ra-
dius ε is an open cover for E and since E is compact, there is a finite subcover,
B0(a0,ε)∪ ·· · ∪B0(an,ε), of E by open balls of radius ε . Thus, E is precompact.
Since E is compact, by Theorem C.4, every sequence, (xn), has some accumulation
point. Thus, every Cauchy sequence, (xn), has some accumulation point, a, and, by
Proposition C.27, a is the limit of (xn). Thus, E is complete.
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Now, assume that E is precompact and complete. We prove that every sequence,
(xn), has an accumulation point. By the other direction of Theorem C.4, this shows
that E is compact. Given any sequence, (xn), we construct a Cauchy subsequence,
(yn), of (xn) as follows: Since E is precompact, letting ε = 1, there exists a finite
cover, U1, of E by open balls of radius 1. Thus, some open ball, B1

o, in the cover, U1,
contains infinitely many elements from the sequence (xn). Let y0 be any element of
(xn) in B1

o. By induction, assume that a sequence of open balls, (Bi
o)1≤i≤m, has been

defined, such that every ball, Bi
o, has radius 1

2i , contains infinitely many elements
from the sequence (xn) and contains some yi from (xn) such that

d(yi,yi+1)≤
1
2i ,

for all i, 0 ≤ i ≤ m− 1. Then, letting ε = 1
2m+1 , because E is precompact, there is

some finite cover, Um+1, of E by open balls of radius ε and thus, of the open ball Bm
o .

Thus, some open ball, Bm+1
o , in the cover, Um+1, contains infinitely many elements

from the sequence, (xn), and we let ym+1 be any element of (xn) in Bm+1
o . Thus, we

have defined by induction a sequence, (yn), which is a subsequence of, (xn), and
such that

d(yi,yi+1)≤
1
2i ,

for all i. However, for all m,n≥ 1, we have

d(ym,yn)≤ d(ym,ym+1)+ · · ·+d(yn−1,yn)≤
n

∑
i=m

1
2i ≤

1
2m−1 ,

and thus, (yn) is a Cauchy sequence Since E is complete, the sequence, (yn), has a
limit, and since it is a subsequence of (xn), the sequence, (xn), has some accumula-
tion point. ut

If (E,d) is a nonempty complete metric space, every map, f : E→ E, for which
there is some k such that 0≤ k < 1 and

d( f (x), f (y))≤ kd(x,y)

for all x,y ∈ E, has the very important property that it has a unique fixed point,
that is, there is a unique, a ∈ E, such that f (a) = a. A map as above is called a
contracting mapping. Furthermore, the fixed point of a contracting mapping can be
computed as the limit of a fast converging sequence.

The fixed point property of contracting mappings is used to show some important
theorems of analysis, such as the implicit function theorem and the existence of
solutions to certain differential equations. It can also be used to show the existence
of fractal sets defined in terms of iterated function systems. Since the proof is quite
simple, we prove the fixed point property of contracting mappings. First, observe
that a contracting mapping is (uniformly) continuous.
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Proposition C.28. If (E,d) is a nonempty complete metric space, every contracting
mapping, f : E→ E, has a unique fixed point. Furthermore, for every x0 ∈ E, defin-
ing the sequence, (xn), such that xn+1 = f (xn), the sequence, (xn), converges to the
unique fixed point of f .

Proof. First, we prove that f has at most one fixed point. Indeed, if f (a) = a and
f (b) = b, since

d(a,b) = d( f (a), f (b))≤ kd(a,b)

and 0≤ k < 1, we must have d(a,b) = 0, that is, a = b.
Next, we prove that (xn) is a Cauchy sequence. Observe that

d(x2,x1) ≤ kd(x1,x0),

d(x3,x2) ≤ kd(x2,x1)≤ k2d(x1,x0),

...
...

d(xn+1,xn) ≤ kd(xn,xn−1)≤ ·· · ≤ knd(x1,x0).

Thus, we have

d(xn+p,xn) ≤ d(xn+p,xn+p−1)+d(xn+p−1,xn+p−2)+ · · ·+d(xn+1,xn)

≤ (kp−1 + kp−2 + · · ·+ k+1)knd(x1,x0)

≤ kn

1− k
d(x1,x0).

We conclude that d(xn+p,xn) converges to 0 when n goes to infinity, which shows
that (xn) is a Cauchy sequence. Since E is complete, the sequence (xn) has a limit,
a. Since f is continuous, the sequence ( f (xn)) converges to f (a). But xn+1 = f (xn)
converges to a and so f (a) = a, the unique fixed point of f . ut

Note that no matter how the starting point x0 of the sequence (xn) is chosen, (xn)
converges to the unique fixed point of f . Also, the convergence is fast, since

d(xn,a)≤
kn

1− k
d(x1,x0).

The Hausdorff distance between compact subsets of a metric space provides a
very nice illustration of some of the theorems on complete and compact metric
spaces just presented.

Definition C.27. Given a metric space, (X ,d), for any subset, A⊆ X , for any, ε ≥ 0,
define the ε-hull of A as the set

Vε(A) = {x ∈ X , ∃a ∈ A | d(a,x)≤ ε}.

Given any two nonempty bounded subsets, A,B of X , define D(A,B), the Hausdorff
distance between A and B, by
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D(A,B) = inf{ε ≥ 0 | A⊆Vε(B) and B⊆Vε(A)}.

Note that since we are considering nonempty bounded subsets, D(A,B) is well
defined (i.e., not infinite). However, D is not necessarily a distance function. It is
a distance function if we restrict our attention to nonempty compact subsets of X
(actually, it is also a metric on closed and bounded subsets). We let K (X) denote
the set of all nonempty compact subsets of X . The remarkable fact is that D is a
distance on K (X) and that if X is complete or compact, then so it K (X). The
following theorem is taken from Edgar [5].

Theorem C.6. If (X ,d) is a metric space, then the Hausdorff distance, D, on the set,
K (X), of nonempty compact subsets of X is a distance. If (X ,d) is complete, then
(K (X),D) is complete and if (X ,d) is compact, then (K (X),D) is compact.

Proof. Since (nonempty) compact sets are bounded, D(A,B) is well defined. Clearly,
D is symmetric. Assume that D(A,B) = 0. Then, for every ε > 0, A⊆Vε(B), which
means that for every a ∈ A, there is some b ∈ B such that d(a,b) ≤ ε , and thus,
that A ⊆ B. Since B is closed, B = B, and we have A ⊆ B. Similarly, B ⊆ A, and
thus, A = B. Clearly, if A = B, we have D(A,B) = 0. It remains to prove the triangle
inequality. If B⊆Vε1(A) and C ⊆Vε2(B), then

Vε2(B)⊆Vε2(Vε1(A)),

and since
Vε2(Vε1(A))⊆Vε1+ε2(A),

we get
C ⊆Vε2(B)⊆Vε1+ε2(A).

Similarly, we can prove that
A⊆Vε1+ε2(C),

and thus, the triangle inequality follows.
Next, we need to prove that if (X ,d) is complete, then (K (X),D) is also com-

plete. First, we show that if (An) is a sequence of nonempty compact sets converging
to a nonempty compact set A in the Hausdorff metric, then

A = {x ∈ X | there is a sequence, (xn), with xn ∈ An converging to x}.

Indeed, if (xn) is a sequence with xn ∈ An converging to x and (An) converges to A
then, for every ε > 0, there is some xn such that d(xn,x) ≤ ε/2 and there is some
an ∈ A such that d(an,xn) ≤ ε/2 and thus, d(an,x) ≤ ε , which shows that x ∈ A.
Since A is compact, it is closed, and x ∈ A. Conversely, since (An) converges to A,
for every x ∈ A, for every n≥ 1, there is some xn ∈ An such that d(xn,x)≤ 1/n and
the sequence (xn) converges to x.

Now, let (An) be a Cauchy sequence in K (X). It can be proven that (An) con-
verges to the set

A = {x ∈ X | there is a sequence, (xn), with xn ∈ An converging to x},
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and that A is nonempty and compact. To prove that A is compact, one proves that it
is totally bounded and complete. Details are given in Edgar [5].

Finally, we need to prove that if (X ,d) is compact, then (K (X),D) is compact.
Since we already know that (K (X),D) is complete if (X ,d) is, it is enough to prove
that (K (X),D) is totally bounded if (X ,d) is, which is not hard. ut

In view of Theorem C.6 and Theorem C.28, it is possible to define some
nonempty compact subsets of X in terms of fixed points of contracting maps. This
can be done in terms of iterated function systems, yielding a large class of fractals.
However, we will omit this topic and instead refer the reader to Edgar [5].

Finally, returning to second-countable spaces, we give another characterization
of accumulation points.

Proposition C.29. Given a second-countable topological Hausdorff space, E, a
point, l, is an accumulation point of the sequence, (xn), iff l is the limit of some
subsequence, (xnk), of (xn).

Proof. Clearly, if l is the limit of some subsequence (xnk) of (xn), it is an accumu-
lation point of (xn).

Conversely, let (Uk)k≥0 be the sequence of open sets containing l, where each Uk
belongs to a countable basis of E, and let Vk = U1 ∩ ·· · ∩Uk. For every k ≥ 1, we
can find some nk > nk−1 such that xnk ∈Vk, since l is an accumulation point of (xn).
Now, since every open set containing l contains some Uk0 and since xnk ∈Uk0 for all
k ≥ 0, the sequence (xnk) has limit l. ut

Remark: Proposition C.29 also holds for metric spaces.
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Appendix D
History of the Classification Theorem

Retracing the history of the discovery and evolution of the Theorem on the Classifi-
cation of Compact Surfaces is not a simple task because it involves finding original
papers going back to the 1850’s written in various languages such as French, Ger-
man and English. Here is the result of our investigations, with the invaluable help
of Hirsch’s chapter in Dieudonné’s Abreviated History of Mathematics [4] (Chap-
ter X). One has to keep in mind that the notion of a surface, as a 2-dimensional
manifold defined in terms of charts, was unknown until the early 1930’s and that all
the papers written before 1930 assumed that all surfaces were triangulated, that is,
polyhedral complexes. The notion of a homeomorphism was also not defined very
precisely until the 1900’s. Also, even though Listing [10] (1862) and Möbius [13]
(1865) had independently discovered the Möbius strip, a non-orientable surface, it
was not until Klein [8] (1875) that non-orientable surfaces were discussed explicitly.

The main historical thread appears to be the following:

(1) Möbius [11] (1861) and [12] (1863).
(2) Jordan [7] (1866).
(3) von Dyck [5] (1888).
(4) Dehn and Heegaard [3] (1907).
(5) Alexander [1] (1915).
(6) Brahana [2] (1921).

Although they did not deal with the classification theorem for surfaces, Listing
and Riemann also played important roles. Indeed Johann Benedict Listing (1808–
1882), a student of Gauss (1777–1855), introduced the notion of a complex and
generalized the Euler formula to surfaces homeomorphic to a sphere in a landmark
paper [10] (1862). His 1847 paper Vorstudien zur Topologie contained the first pub-
lished use of the word topologie (German and French spelling for topology) instead
of analysis situs. Listing also independently discovered the half-twist strip, now
known as the Möbius strip, in 1858, two months ahead of Möbius. Four years later
in 1862, Listing published his discovery in his Census [10]. It was given as one
among many unsual examples of extreme generalization of the Euler formula.
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Fig. D.1 Bernhard Riemann, 1826–1866 (left), August Ferdinand Möbius, 1790–1868 (middle
left), Johann Benedict Listing, 1808–1882 (middle right) and Felix Klein, 1849–1925 (right).

In Figure plate 1 (Figure D.2), the third figure from the left in the top row was
the first published illustration of the Möbius strip. Listing gave the Möbius strip
very little of his attention however, he only mentioned that it has “quite different
properties” and it’s bound by a single closed curve. The actual reference to the
figure appeared in footnotes only on pages 14-15.

Fig. D.2 Listing’s illustrations.

Möbius’ publication on the strip that carries his name did not appear until 1869,
one year after his death. However, he did discuss its properties more thoroughly.

Georg Friedrich Bernhard Riemann (1826–1866), also a student of Gauss, rec-
ognized the importance of analysis situs in his work on functions of a complex vari-
ables and Abelian functions and he introduced the connection number of a surface
and the notion of a simply connected surface [14] (1857).

Let us now go back to the the main historical thread.

1. August Ferdinand Möbius (1790–1868).
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Fig. D.3 August Ferdinand Möbius, 1790–1868.

Möbius appears to be the first person who stated a version of the classification
theorem for surfaces [12] (1863). Möbius defined a notion of topological equiva-
lence as elementary relationship. He also introduced the class of a (connected) sur-
face as n = g+ 1, where g is the number of simple pairwise disjoint closed curves
that can be drawn on the surface (orientable) without disconnecting it, that is, the
genus of the surface. It is interesting to note that pictures reminiscent of Morse the-
ory appear in this paper. Indeed, Möbius’ method can be viewed as a precursor of
the method for obtaining the classification of compact surfaces using Morse theory
as observed by Hirsh [6] (Chapter 9). In another seminal paper [13] (1865), Möbius
defines the notion of orientation of a polyhedral surface and describes the Möbius
strip as an example of a non-orientable surface, see §11, page 484-485. Möbius
also submitted his work on the classification of surfaces to the “Académie des Sci-
ences” in 1861 but the Académie did not award any prize in 1861–1862. This work
of Möbius [11] was not found until his death and was included in tome 2 of his
Collected Work, pp. 519-559 (see Klein’s preface written in 1885).

2. Marie Ennemond Camille Jordan (1838–1922).

Fig. D.4 Camille Jordan, 1838–1922.

Apparently unaware of Möbius’ work, Camille Jordan stated a version of the
classification theorem for orientable surfaces with boundary [7] (1866). Jordan de-
fines a notion of homeomorphism between two surfaces, S and S′, (surfaces appli-
cables l’une sur l’autre) by saying that the two surfaces can be decomposed into
infinitely small elements in such a way that to contiguous elements of S corre-
spond contiguous elements of S′, and that the mapping does not cause tearing or



152 D History of the Classification Theorem

overlapping. He also observes that singularities such as the vertex of a cone or self-
intersections cause trouble but that such “accidental occurrences” will be ignored.
Then, Jordan introduces the notion of genus, without explicitly naming it, as the
maximum number of simple pairwise disjoint closed curves that can be drawn on
the surface (orientable) without disconnecting it. Jordan then states that two surfaces
are homeomorphic (applicables l’une sur l’autre sans déchirure ni duplicature) iff

(1) They have the same number of boundary curves (zero if the surfaces are closed
surfaces).

(2) The surfaces have the same genus.

It is interesting to see how the use of simple curves on a surface anticipates
Jordan’s work on “Jordan’s curves”!

Jordan’s “proof” is remarkably algorithmic but not rigorous, since the notion of
infinitely small element is not rigorous. The proof uses transformations involving
cuts that anticipate the methods used by his successors.

3. Walther Franz Anton von Dyck (1856–1934).

Fig. D.5 Walther von Dyck, 1856–1934.

von Dyck, a student and once assistant of Klein (1849–1925) wrote a long and
fundamental paper on Analysis situs in which he states a version of the classification
theorem for orientable and non-orientable surfaces [5] (1888),1 that two compact
and connected surfaces are homeomorphic (umkehrbar eindeutiger stetiger Abbil-
dung aller Punkte aufeinander) if and only if,

1. they have the same characteristics,
2. the same number of boundary curves,
3. and that they are either both orientable or non-orientable.

von Dyck’s characteristic relates to the genus, although he does not seem to
realize the relationship between his notion of characteristic and the Euler–Poincaré
characteristic. Seeing that the concept of homeomorphism was not clearly defined,
von Dyck’s somewhat intuitive proof (not atypical of the times) can not be said to
reflect a mathematical rigor of the usual sense.

1 See page 488.
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A notion of normal form for surfaces is introduced, probably inspired by Klein,
who defined normal forms for Riemann surfaces in [9] (1882). (It is in this paper that
Klein describes a closed non-orientable surface, the Klein bottle. The description is
given in words, without any picture.2)

von Dyck also defined surfaces with reversible and non-reversible Indicatrix.
The idea is to draw a small circle around a point on the surface, and orient it by
choosing a positive direction (clockwise or counterclockwise). If moving along any
closed path on the surface causes the reversal of the direction, then the surface is
said to have a reversible Indicatrix. The idea of the Indicatrix (the circle and its
orientation) was borrowed from Klein,3 where he used it to show properties of “one-
sided” and “two-sided” surfaces. von Dyck pointed out that he avoided using the
same wording, since “sided-ness” is relative to the embedding of the manifold and
is not an intrinsic concept.4 In figure plate 2, von Dyck gave the first sketch of the
cross-cap (Figure D.6).

Fig. D.6 von Dyck’s illustrations of a cross-cap.

von Dyck’s work also contains an extensive bibliography. This is a very impres-
sive piece of mathematics.

4. Max Wilhelm Dehn (1878–1952) and Poul Heegaard (1871–1948).

Fig. D.7 Max Dehn, 1878–1952 (left) and Poul Heegaard, 1871–1948 (right).

2 See §23, page 571.
3 Math. Annalen IX [8], page 479.
4 Beiträge zur Analysis situs [5], page 474.
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Max Dehn, a student of Hilbert, and Poul Heegaard, a Dane who did his Doctor-
ate in Göttingen and was heavily influenced by Klein, wrote a landmark paper on
analysis situs for the Encyklopädie der mathemathischen Wissenschaften mit Einch-
luss ihrer Anwendungen (the German version of the Encyclopedia of Mathematical
Sciences) published in 1907 [3]. In this paper, Dehn and Heegaard state a version of
the classification theorem for orientable and non-orientable surfaces which is often
quoted as “the” first rigorous account of the theorem. However, it should be noted
that the normal form for surfaces used in this paper is not the normal form involving
a 2n-gon with edges identified.

5. James Waddell Alexander (1888–1971).

Fig. D.8 James Alexander, 1888–1071.

James Alexander was a student of Oswald Veblen (1880–1960) at Princeton and
received his Ph.D in 1915. Alexander spent a year in France and Italy in 1912 where
he studied the work of Poincaré on Analysis situs. In a short paper, Alexander [1]
(1915) sketches the theorem on the reduction of a closed surface, orientable or not,
to the normal form in terms of a 2n-gon with edges identified. As far as we know,
this paper contains the first occurrence of the description of a surface in terms of a
string of oriented edges,

a1b1a−1
1 b−1

1 a2b2a−1
2 b−1

2 · · ·apbpa−1
p b−1

p

for orientable surfaces (other than the sphere) and

a1a1a2a2 · · ·apap

for non-orientable surfaces.

6. Henry Roy Brahana (1895–1972).
H. Roy Brahana, also a student of Oswald Veblen at Princeton, wrote a disserta-

tion on systems of circuits on two-dimensional manifolds (1920). Parts of Brahana’s
dissertation are presented in Brahana [2] (1921). This is the first time that a com-
plete proof of the classification theorem for closed orientable and non-orientable
surfaces in terms of transformations (cuts) appears in print (§1-10, page 144-151).
The method of cutting is described in §7, on page 146. Brahana remarks that the
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method of cutting was first presented by Veblen in a Seminar given in 1915. Bra-
hana’s method is perfectly clear and is justified rigorously.
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Appendix E
Every Surface Can be Triangulated

In this appendix, we give Thomassen’s proof that every compact surface can be tri-
angulated (Thomassen [5], Section 4). Thomassen’s paper gives elementary proofs
of

1. The Jordan curve theorem.
2. The Jordan-Schönflies Theorem.
3. The fact that every compact surface can be triangulated.
4. A version of the classification theorem.

This is a beautifully written paper and we highly recommend reading it. Since the
publication of this paper, Thomassen and Mohar have published an excellent book
on graphs on surfaces where more detailed proofs of the above results can also be
found; see [6].

First, we need to review some very basic notions about undirected graphs. For
our purposes, we can restrict our attention to graphs with no self loops (edges whose
endpoints are identical). In this case, every edge, e, is assigned a set, {u,v}, of
endpoints. Technically, if V is a set, denote by [V ]2 the set of all subsets, {u,v},
consisting of two distinct elements, u,v ∈V .

Definition E.1. A graph, G, is a triple, (V,E,st), where V is a set of vertices (or
nodes), E is a set of edges, and st : E → [V ]2 is a function assigning a two-element
set, st(e) = {u,v}, of vertices to every edge called the endpoints of the edge. We
say that e is incident to the two vertices u,v ∈ st(e). Two edges, e,e′ are said to be
parallel edges if st(e) = st(e′). A simple graph is a graph with no parallel edges.

Note that if G is a simple graph, then its set of edges, E, can be viewed as a
subset of [V ]2. In the rest of this section, we will only consider finite graphs, that is,
graphs such that V and E are finite sets. Figure E.1 show the graph corresponding
to a triangulation of a sphere (by viewing a sphere as a tetrahedron).

A graph, H = (VH ,EH ,stH), is a subgraph of a graph, G = (VG,EG,stG), if VH ⊆
VG, EH ⊆ EG, and the restriction of stG to EH is stH .

Given any graph, G = (V,E,st), for any vertex, v ∈ V , we define G− v as the
graph, (V −{v},E ′,st ′), where E ′ is the subset of E obtained by deleting all edges
incident to v and st ′ is the restriction of st to E ′.

157
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v1 v2

v3

v4

Fig. E.1 Graph of a triangulation of a sphere.

A chain is a sequence

π = (v0,e1,v1,e2, . . . ,vn−1,en,vn), n≥ 1,

with vi ∈V , ei ∈ E and st(ei) = {vi−1,vi}, with 1≤ i≤ n, which means that ei is an
edge with endpoints {vi−1,vi}. We say that v0 and vn are joined by the chain, π . An
elementary chain, or path, is a chain if no vertex, vi, occurs twice, that is, if vi 6= v j
for all i 6= j with 0≤ i, j≤ n. A cycle is a chain such that v0 = vn, n≥ 2, and vi 6= v j
for all i 6= j with 0≤ i, j ≤ n−1.

A graph, G, is connected iff any two distinct vertices of G are joined by a path
and 2-connected if it has at least three vertices, if it is connected, and if G− v is
connected for every vertex, v ∈ G.

Given a graph, G = (E,V,st), we can define an equivalence relation,∼, on its set
of edges E as follows: Given any two edges e1,e2 ∈ E, we say that e1 ∼ e2 iff either
e1 = e2 or there is a cycle containing both e1 and e2. Each equivalence class of edges
together with all their endpoints is called a block of the graph. We agree that every
isolated vertex is a block so that every graph is the union of its blocks. An edge, e,
whose equivalence class is reduced to {e} is called a cutedge (or bridge). A vertex
that belongs to more than one block is called a cutvertex. It is easy to show that any
two distinct blocks have at most one vertex in common and that such a vertex is a
cutvertex.

The following two Propositions are needed as auxiliary results.

Proposition E.1. Let G be a connected graph with at least three vertices. Then the
following properties are equivalent:

(a) G is 2-connected.
(b) Any two vertices of G belong to a common cycle.
(c) Any two edges of G belong to a common cycle.
(d) G has no cutvertices.
(e) For every vertex, v, of G, the graph G− v is connected.
(f) G has a single block.
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Proof. Proposition E.1 is proposition 1.4.1 in Thomassen and Mohar [6] where a
proof can be found. ut

Proposition E.2. If G is a 2-connected graph, then for any 2-connected subgraph,
H, of G the graph G can be build up starting from H by forming a sequence of 2-
connected graphs, G0 = H, G1, . . . ,Gm = G, such that Gi+1 is obtained from Gi by
adding a path in G having only its endpoints in Gi, for i= 0, . . . ,m−1. In particular,
H can be any cycle of length at least three.

Proof. Proposition E.2 is proposition 1.4.2 in Thomassen and Mohar [6] where a
proof can be found. Since this proof is quite instructive, here it is. We proceed by
induction on the number of edges in G = (V,E,st) not in H = (VH ,EH ,stH). The
base case G = H is trivial. If H 6= G, since G is connected, there must be some
edge, e = {u,v} ∈ E−EH , with u ∈VH and v ∈V . Since G is 2-connected, G−u is
connected. Consider a shortest path, π , in G−u from v to some node in VH . Because
this is a shortest path to H, all its edges must be outside EH . The path, (u,e,v);π is
a path whose endpoints belong to VH and whose edges are all outside EH and if we
add this path to H we obtain a new 2-connected graph, H ′ = (VH ′ ,EH ′ ,stH ′). Now,
|E−EH ′ | < |E−EH |, so we conclude by applying the induction hypothesis to H ′.
ut

A simple polygonal arc in the plane is a simple continuous curve which is the
union of a finite number of straight line segments. A segment of simple closed curve,
f : [0,1]→ R2, is either the image f ([a,b]) or the image f ([0,a]∪ [b,1]), for some
a,b with 0≤ a < b≤ 1.

Definition E.2. A graph, G, can be embedded in a topological space, X , if the ver-
tices of G can be repesented by distinct points of X and every edge, e, of G can be
represented by a simple arc which joins its two endpoints in such a way that any two
edges have at most an endpoint in common. A planar graph is a graph that can be
embedded in the plane, R2, and a plane graph is the image in R2 of a graph under
an embedding.

Given a plane graph, G, let |G| be the subset of R2 consisting of the union of
all the vertices and edges of G. This is a compact subset of R2 and its complement,
R2− |G|, is an open subset of R2 whose arcwise connected components (regions)
are called the faces of G.

An isomorphism, f : G1 → G2, between two graphs G1 and G2 is pair of bijec-
tions, ( f v, f e), with f v : V1→V2 and f e : E1→ E2, such that for every edge, e ∈ E1,
if
st1(e) = {u,v}, then

st2( f e(e)) = { f v(u), f v(v)}.
The following technical lemma is also needed:

Lemma E.1. If Ω is any open arcwise connected subset of R2, then any two distinct
points in Ω are joined by a simple polygonal path.
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For a proof, see Thomassen and Mohar [6], Lemma 2.1.2. Note that in particular,
Lemma E.1 holds for Ω = R2. As a corollary of Lemma E.1, if G is planar graph,
then G can be drawn (embedded) in the plane so that all edges are simple polygonal
arcs, but we won’t need this result.

For the proof of our main theorem, we need a version of Proposition E.2 for
planar graphs. Such a proposition is easily obtained using Lemma E.1.

Proposition E.3. If G is a 2-connected planar graph, then for any 2-connected pla-
nar subgraph, H, of G the graph G can drawn in the plane starting from H by
forming a sequence of 2-connected plane graphs, G0, G1, . . . ,Gm, such that G0 is a
planar embedding of H, Gm is a planar embedding of G, and Gi+1 is obtained from
Gi by adding a path consisting of simple polygonal arcs having only its endpoints in
Gi, for i = 0, . . . ,m−1. In particular, H can be any cycle of length at least three and
thus, there is a also a drawing of G in the plane as above where G0 is a drawing of
H with simple polygonal arcs.

Proof. The proof proceeds by induction as in the proof of Proposition E.3. The
only change to the proof is that curvy paths added to Gi are replaced by paths of
simple polygonal arcs using Lemma E.1 and similarly, curvy edges in the cycle H
are replaced by paths of simple polygonal arcs. ut

The crucial ingredient in the proof that a compact surface can be triangulated is a
strong form of the Jordan curve theorem known as the Jordan-Schönflies Theorem.

Theorem E.1. (Jordan-Schönflies) If f : C→C′ is a homeomorphism between two
simple closed curves C and C′ in the plane, then f can be extended into a homeo-
morphism of the whole plane.

Theorem E.1 can be proved using tools from algebraic topology (homology
groups). Such a proof can be found in Bredon [2] (Chapter IV, Theorem 19.11). Al-
though intuitively clear, the Jordan-Schönflies Theorem does not generalize to sets
homeomorphic to spheres in R3. A counter-example is provided by the Alexander
horned sphere, see Bredon [2], Figure IV-9, or Hatcher [4], Example 2B.2.

Thomassen gives an elementary proof (not using tools from algebraic topology)
of both the Jordan curve theorem and the Jordan-Schönflies Theorem in [5] (Theo-
rem 2.12 and Theorem 3.1) and in Thomassen and Mohar [6] (Section 2.2).

Two more technical results are needed.

Theorem E.2. If Γ = (V,E,st) is a 2-connected plane graph then each of its faces
is bounded by a cycle of G. If Γ ′ is any plane graph isomorphic to Γ , such that each
facial cycle in Γ is mapped to a facial cycle in Γ ′ and such that the cycle bounding
the outer boundary in Γ is mapped to the boundary of the outer face of Γ ′, then any
homeomorphism of Γ and Γ ′ which is also a graph isomorphism of Γ and Γ ′ can
be extended to a homeomorphism of the whole plane.

Proof. The proof of Theorem E.2 uses Theorem E.1 and an induction on the number
of edges in Γ , see Thomassen and Mohar [6], Theorem 2.2.3. ut
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The second technical result has to do with the notion of a bad segment, which
plays a crucial role in the proof of Theorem E.3. This result is used implicitly in the
proof of Theorem E.3 but we feel that it will help the reader’s understanding if it is
stated explicitly.

Lemma E.2. Let γ : [0,1]→R2, γ2 : [0,1]→R2, and γ3 : [0,1]→R2 be three closed

simple continuous curve and assume that γ3([0,1]) ⊆
◦

γ2([0,1]). Define a bad seg-
ment of γ as a segment, P, joining two points, p,q on γ2([0,1]) with all other points

in
◦

γ2([0,1]) and define a very bad segment as a bad segment that intersects γ3([0,1]).
Then, there are only finitely many very bad segmemts.

Proof. Since the image of γ is compact and since γ3([0,1])⊆
◦

γ2([0,1]), by Theorem
C.4 and Lemma C.4, there is some ε > 0 so that γ3([0,1]) is covered by a finite

number of open discs centered on γ3([0,1]) and all inside
◦

γ2([0,1]). Suppose that
infinitely many bad segments intersect γ3([0,1]) and let P1, . . . ,Pn, . . . , be some in-
finite sequence of such very bad segments. Each very bad segment corresponds to
two distinct points, pn = γ(un) and qn = γ(vn), on γ([0,1]) and we can form the
infinite sequence, (tk), with t2k−1 = uk and t2k = vk for all k ≥ 1. Because [0,1] is
compact, the sequence (ti) has some accumulation point, say t and because γ is a
continuous curve, some subsequences of the sequences (pn) and (qn) both converge
to the point, s = γ(t). Since some subsequence of the sequence (qn) converges to
s and since all the qn belong to γ2([0,1]), we conclude that s ∈ γ2([0,1]) so that γ

intersects γ2 at s. Since γ is a continuous curve, for every η > 0, there is some ε2 > 0
so that γ(u) ∈ B(s,η) for all u with |u− t| < ε2, which implies that some (in fact,
infinitely many) segment Pn is contained in the open disc, B(s,η), centered at s. But
then, if we choose η so that η < ε , there is some Pn that do not intersect γ3([0,1]),
a contradiction. Therefore, there are only finitely many very bad segments. ut

We are now ready to prove that every compact surface can be triangulated.

Definition E.3. Consider a finite set, P , of pairwise disjoint convex polygons (to-
gether with their interiors) in the plane such that all sides have the same length. Let
S be a topological space obtained by gluing polygons in P in such that way that
every edge of a polygon, P ∈P , is identified with precisely one side of another
(or the same) polygon. This process also defines a graph, G, whose vertices are the
corners of the polygons and whose edges are the sides of the polygons. If S is a
connected surface (i.e., S is locally homeomorphic to a disc at every vertex, v, of G)
then we say that G is a 2-cell embedding of S. If all the polygons are triangles, then
we say that G is a triangulation of S and S is a triangulated surface.

Here is the main result of this Appendix.

Theorem E.3. Every compact (connected) surface, S, is homeomorphic to a trian-
gulated surface.
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Proof. We follow Thomassen’s proof ([6], Theorem 3.1.1). Since the interior of a
convex polygon can be triangulated it is sufficient to prove that S is homeomorphic
to a surface with a 2-cell embedding. For each point, p∈ S, let D(p) be an open disc
in the plane which is homeomorphic to an open subset, Up, with p ∈Up via a home-
omorphism, θp : D(p)→Up. In D(p), we draw two quadrangles Q1(p) and Q2(p)

such that Q1(p) ⊆
◦

Q2(p)) and with p ∈
◦

θp(Q1(p)). Since S is assumed to be com-

pact, there is a finite number of points, p1, . . . , pn, such that S ⊆ ⋃n
i=1

◦
θpi(Q1(pi)).

Since D(p1), . . . ,D(pn) are subsets of the plane, we may assume that they are pair-
wise disjoint. In what follows we are going to keep D(p1), . . . ,D(pn) fixed in the
plane but we shall modify the homeomorphisms, θpi , and the corresponding sets,
Upi = θpi(D(pi)), on S and consider new quadrangles Q1(pi). More precisely, we
shall show that Q1(p1), . . . ,Q1(pn) can be chosen such that they form a 2-cell em-
bedding of S.

Suppose, by induction on k, that Q1(p1), . . . ,Q1(pk−1) have been chosen so that
any two of θp1(Q1(p1)), . . . ,θpk−1(Q1(pk−1)) have only a finite number of points in
common on S.

We now focus on Q2(pk). The key notion is the concept of a bad segment (al-
ready introduced in Lemma E.2) defined as follows: a bad segment is a segment, P,
of some Q1(p j) (1 ≤ j ≤ k− 1) such that θp j(P) joins two points of θpk(Q2(pk))

and has all other points in
◦

θpk(Q2(pk)). Let Q3(pk) be a quadrangle strictly between

Q1(pk) and Q2(pk), which means that Q1(pk)⊆
◦

Q3(pk) and Q3(pk)⊆
◦

Q2(pk). Ev-
ery bad segment, P, in Q1(p j) has an image in Q2(pk), namely, θ−1

pk
(θp j(P)), which

we call a bad segment inside Q2(pk). We say that a bad segment P in Q1(p j) is very
bad if θp j(P) intersects θpk(Q3(pk)).

There may be infinitely many bad segments but only finitely many very bad
ones. (The reason why there may be infinitely many bad segments is that seg-
ments are continuous simple curves and such curves can wiggle infinitely often
while intersecting some other continuous simple curve infinitely many times. Be-

cause Q3(pk) ⊆
◦

Q2(pk), Lemma E.2 implies that there are only finitely many very
bad segments.)

The set of very bad segments θ−1
pk

(θp j(P)) inside Q2(pk) together with Q2(pk)
define a 2-connected plane graph, Γ . Using Proposition E.3, we can redraw Γ inside
Q2(pk) such that we get a graph, Γ ′, which is homeomorphic and graph isomorphic
to Γ and such that all edges of Γ ′ are simple polygonal arcs. Now, we apply Theorem
E.2 to extend the plane isomorphism from Γ to Γ ′ to a homeomorphism of the

closure of
◦

Q2(pk) keeping Q2(pk) fixed. This transforms Q1(pk) and Q3(pk) into

simple closed curves Q′1 and Q′3 such that
◦

Q′1⊆
◦

Q′3 and pk ∈
◦

θpk(Q
′
1).

We claim that there is a simple closed polygonal curve, Q′′3 , in
◦

Q2(pk) such that

Q′1 ⊆
◦

Q′′3 and such that Q′′3 intersects no bad segment inside Q2(pk) except the very
bad ones (which are now polygonal arcs).
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Indeed, for every point, q ∈ Q′3, let R(q) be a square with q as center such that
R(q) does not intersect either Q′1 nor any bad segment which is not very bad. We
consider a (minimal) finite covering of Q′3 by such squares. The union of those
squares is a 2-connected plane graph whose outer cycle can play the role of Q′′3 .

Using Proposition E.3, the graph Γ ′ ∪Q′′3 (which is either 2-connected or con-
sists of two blocks) can be redrawn so that Q′′3 is in fact a quadrangle having Q′1
in its interior and then we use Theorem E.2 once more to extend this isomor-
phism to the plane. If we let Q′′3 be the new choice of Q1(pk), then any two of
θp1(Q1(p1)), . . . ,θθk(Q1(pk)) have only finite intersection. Consequently, the in-
duction step is proved.

Thus, we can now assume that there are only finitely many very bad segments
inside each Q2(pk) and that those segments are simple polygonal arcs forming a
2-connected plane graph. The union

⋃n
i=1 θpi(Q1(pi)) may be thought of as a graph,

Γ , drawn on S. Each region of S−Γ is bounded by a cycle, C, in Γ . (We may think
of C as a simple closed polygonal curve inside some Q2(pi).) Now we draw a con-
vex polygon, C′, of side 1 such that the corners of C′ correspond to the vertices of
C. After appropriate identification of the sides of the polygons C′ corresponding to
the faces of Γ in S we get a surface, S′, with a 2-cell embedded graph, Γ ′, which
is isomorphic to Γ . This isomorphism of Γ to Γ ′ may be extended to a homeomor-
phism, f , of the point set of Γ on S onto the point set of Γ ′ on S′. In particular, the
restriction of f to the above cycle, C, is a homeomorphism of C onto C′. By Theo-

rem E.1, f can be extended to a homeomorphism of the closure of
◦
C to the closure

of
◦

C′. This defines a homeomorphism of S onto S′ and proves our theorem. ut

Note that the proof of Theorem E.3 still goes through if triangles are used instead
of quadrilaterals. It should also be noted that Ahlfors and Sario [1] prove a result
stronger that Theorem E.3. Indeed, Ahlfors and Sario prove that a surface has a
triangulation iff it is second-countable (see Chapter I, Theorem 45C and Theorem
46A). The proofs in Ahlfors and Sario are more involved (and longer) than the proof
of Theorem E.3 but Theorem E.3 only applies to compact surfaces. However, for the
purpose of establishing the classification theorem for compact surfaces, Theorem
E.3 is all we need.

Doyle and Moran [3] also give a short proof of Theorem Theorem E.3 (for com-
pact surfaces) but we find their proof less intuitive than Thomassen’s proof ([5],
Theorem 4.1).
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Appendix F
Notes

Note F.1. The quickest way to prove that RP2 cannot be embedded in R3 is to use the
Poincaré–Alexander–Lefschetz Duality Theorem. As a corollary of this theorem, it
follows that if M is a connected, orientable, compact n-manifold and if H1(M;Z) =
(0), then no nonorientable compact (n−1)-submanifold of M can be embedded in
M (see Bredon [3], Chapter VI, Corollary 8.9, or Munkres [7], Chapter 8, Corollary
74.2). In particular, RP2 cannot be embedded in R3.

Note F.2. There is a way to realize the projective plane as a surface in R3 with
self-intersection by deforming the lower (or upper) hemisphere in an astute way,
as described in Hilbert and Cohn–Vossen [5] (page 314) and Fréchet and Fan [4]
(page 31). Starting from the upper hemisphere (see Figure F.1 (303)), first pinch its
boundary into a small quadrilateral, ABCD, and then deform it so that it takes the
form showed in Figure F.1 (304), where A and C are “high” and B and D are “low”.
Finally, glue the edges AB and CD together and similarly glue DA and BC together
obtaining the surface showed in Figure F.1 (305).

Note F.3. Proof (Proof of Proposition 3.1). First, we show the following simple in-
equality. For any four points a,b,a′,b′ ∈ E , for any ε > 0, for any λ such that
0 ≤ λ ≤ 1, letting c = (1− λ )a+ λb and c′ = (1− λ )a′+ λb′, if ‖aa′‖ ≤ ε and
‖bb′‖ ≤ ε , then ‖cc′‖ ≤ ε .

This is because
cc′ = (1−λ )aa′+λbb′,

and thus
‖cc′‖ ≤ (1−λ )‖aa′‖+λ‖bb′‖ ≤ (1−λ )ε +λε = ε.

Now, if a,b ∈ C, by the definition of closure, for every ε > 0, the open ball
B0(a,ε/2) must intersect C in some point a′, the open ball B0(b,ε/2) must intersect
C in some point b′, and by the above inequality, c′ = (1− λ )a′+ λb′ belongs to
the open ball B0(c,ε). Since C is convex, c′ = (1− λ )a′+ λb′ belongs to C, and
c′ = (1− λ )a′+ λb′ also belongs to the open ball Bo(c,ε), which shows that for
every ε > 0, the open ball B0(c,ε) intersects C, which means that c ∈ C, and thus
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314 VI. TOPOLOGY 

plane. Three arcs that do not all pass through a common point 
divide the circle into seven regions. If each arc meets the circum­
ference in two diametrically opposite points, the regions 2 and 5 
represent a single triangle; so do 3 and 6; and so do 4 and 7. It can 
be seen that any three straight lines without a common point divide 
the projective plane in this way 
into four parts.1 Here we have 
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FIG. 302. FIG. 303. 

v= 3, E = 6, and F = 4, from which we get h = 2, as before. 
We shall now apply the same procedure to the square model of 

the projective plane as we .used in constructing the torus and the 
Klein bottle from their square models, i.e., we shall bring the identi­
fied edges together aBd join them. First, we distort the square 

!l,e 

FIG. 304 FIG. 305 


into a sphere with a small quadrilateral ABCD removed (Fig. 303) . 

Now AB has to be. attached to CD, and DA to BC. This can be 

accomplished by raising A and C and lowering Band D and then 

drawing each of these two pairs of points together (see Fig. 304). 

The final result is a closed surface intersecting itself in a line seg­

1 The partitions of the projective plane illustrated in Figs. 301 and 302 were 
obtained on pages 148 and 149 as projections of the octahedron. 
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Fig. F.1 Construction of a cross-cap, from Hilbert and Cohn–Vossen, page 314.
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that C is convex. Finally, if C is contained in some ball of radius δ , by the previous
discussion, it is clear that C is contained in a ball of radius δ +ε , for any ε > 0. ut

Note F.4. Proof (Proof of Proposition 3.2). Since C is convex and bounded, by
Proposition 3.1, C is also convex and bounded. Given any ray R = {a+λu | λ ≥ 0},
since R is obviously convex, the set R∩C is convex, bounded, and closed in R, which
means that R∩C is a closed segment

R∩C = {a+λu | 0≤ λ ≤ µ},

for some µ > 0. Clearly, a+µu ∈ ∂C. If the ray R intersects ∂C in another point c,
we have c = a+νu for some ν > µ , and since C is convex, {a+λu | 0 ≤ λ ≤ ν}
is contained in R∩C for ν > µ , which is absurd. Thus, every ray emanating from a
intersects ∂C in a single point.

The map f : An−{a} → Sn−1 defined such that f (x) = ax/‖ax‖ is continuous.
By the first part, the restriction fb : ∂C → Sn−1 of f to ∂C is a bijection (since
every point on Sn−1 corresponds to a unique ray emanating from a). Since ∂C is a
closed and bounded subset of An, it is compact, and thus fb is a homeomorphism.
Consider the inverse g : Sn−1 → ∂C of fb, which is also a homeomorphism. We
need to extend g to a homeomorphism between Bn and C. Since Bn is compact, it is
enough to extend g to a continuous bijection. This is done by defining h : Bn→C,
such that:

h(u) =
{
(1−‖u‖)a+‖u‖g(u/‖u‖) if u 6= 0;
a if u = 0.

It is clear that h is bijective and continuous for u 6= 0. Since Sn−1 is compact and g
is continuous on Sn−1, there is some M > 0 such that ‖ag(u)‖ ≤M for all u ∈ Sn−1,
and if ‖u‖≤ δ , then ‖ah(u)‖≤ δM, which shows that h is also continuous for u= 0.
ut

Note F.5. Proof (Proof of Proposition 3.3). To see that a set U as defined above is
open, consider the complement F = Kg−U of U . We need to show that F ∩ sg is
closed in sg for all s∈S . But F∩sg =(Kg−U)∩sg = sg−U , and if sg∩U 6= /0, then
U ∩ sg is open in sg, and thus sg−U is closed in sg. Next, given any open subset V
of Kg, since by (A1), every a ∈V belongs to finitely many simplices s ∈S , letting
Ua be the union of the interiors of the finitely many sg such that a ∈ s, it is clear
that Ua is open in Kg, and that V is the union of the open sets of the form Ua ∩V ,
which shows that the sets U of the proposition form a basis of the topology of Kg.
For every a ∈ V , the star St a of a has a nonempty intersection with only finitely
many simplices sg, and St a∩ sg is the interior of sg (in sg), which is open in sg,
and St a is open. That St a is the closure of St a is obvious, and since each simplex
sg is compact, and St a is a finite union of compact simplices, it is compact. Thus,
Kg is locally compact. Since sg is arcwise connected, for every open set U in the
basis, if U ∩ sg 6= /0, U ∩ sg is an open set in sg that contains some arcwise connected
set Vs containing a, and the union of these arcwise connected sets Vs is arcwise
connected, and clearly an open set of Kg. Thus, Kg is locally arcwise connected. It is
also immediate that St a and St a are arcwise connected. Let a,b ∈ Kg, and assume
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that a 6= b. If a,b ∈ sg for some s ∈S , since sg is Hausdorff, there are disjoint open
sets U,V ⊆ sg such that a ∈ U and b ∈ V . If a and b do not belong to the same
simplex, then St a and St b are disjoint open sets such that a ∈ St a and b ∈ St b. ut

Note F.6. Proof (Proof of Proposition 3.4). The proof is very similar to that of the
second part of Theorem C.1. The trick consists in defining the right notion of arcwise
connectedness. We say that two vertices a,b ∈ V are path-connected, or that there
is a path from a to b if there is a sequence (x0, . . . ,xn) of vertices xi ∈ V , such that
x0 = a, xn = b, and {xi,xi+1}, is a simplex in S , for all i,0 ≤ i ≤ n− 1. Observe
that every simplex s ∈ S is path-connected. Then, the proof consists in showing
that if (V,S ) is a connected complex, then it is path-connected. Fix any vertex
a ∈ V , and let Va be the set of all vertices that are path-connected to a. We claim
that for any simplex s ∈ S , if s∩Va 6= /0, then s ⊆ Va, which shows that if Sa is
the subset of S consisting of all simplices having some vertex in Va, then (Va,Sa)
is a complex. Indeed, if b ∈ s∩Va, there is a path from a to b. For any c ∈ s, since
b and c are path-connected, then there is a path from a to c, and c ∈ Va, which
shows that s ⊆ Va. A similar reasoning applies to the complement V −Va of Va,
and we obtain a complex (V −Va,S −Sa). But (Va,Sa) and (V −Va,S −Sa)
are disjoint complexes, contradicting the fact that (V,S ) is connected. Then, since
every simplex s ∈S is finite and every path is finite, the number of path from a is
countable, and because (V,S ) is path-connected, there are at most countably many
vertices in V and at most countably many simplices s ∈S . ut

Note F.7. Proof (Proof of Proposition 3.6). The sufficiency of the conditions is easy
to establish. Similarly, the proof that (D3) is necessary is immediate. Let us consider
the necessity of (D1).

First, we prove that every edge a belongs to at least one triangle A. To see this,
let p be an interior point of ag (that is, not an endpoint). By (C4) there exists a
neighborhood V (p) which meets only a finite number of sg, and because each sg is
closed we can find a smaller neighborhood U(p) which meets only those sg which
actually contain p. Finally, we can find a neighborhood ∆ ⊆U(p) which is a Jordan
region. If a were not contained in any triangle A we would have ∆ ⊆ ag. Consider a
closed curve γ in ∆ −{p} with index 1 with respect to p. Because γ is connected it
must be contained in one of the components of ag−{p}, and for this reason γ can be
shrunk to a point. It follows that the index would be 0, contrary to the assumption.
This shows that a belongs to at least one A.

Assume that a belongs to A1, . . . ,An; we have to show that n = 2. As above, we
can determine a Jordan region ∆ such that p ∈ ∆ ⊆ (A1)g ∪ ·· · ∪ (An)g, and we
choose again a closed curve γ in ∆ −{p} with index 1 with respect to p. Suppose
first that n = 1. On the triangle (A1)g we determine a closed half disk C1 with center
p , sufficiently small to be contained in ∆ . The curve γ can be deformed into one
that lies in C1−{p}, and a closed curve in C1−{p} can be deformed to a point. We
are lead to the same contradiction as in the previous case.

Consider now the case n > 2. We construct half-disks Ci ⊆ ∆ ∩ (Ai)g with a
common diameter. The curve γ can again deformed into one that lies in C1∪·· ·∪Cn.
On using the geometric structure of the triangles it can be further deformed until it
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lies on σ1 ∪ ·· · ∪σn where σi is the half-circle on the boundary of Ci. We direct
the σi so that they have the same initial and terminal points. By a simple reasoning,
analogous to the one in the proof of Proposition 4.3, it is found that any closed
curve on σ1 ∪ ·· · ∪σn can be deformed into a product of curves σiσ

−1
j . But when

n > 2 we can show that σiσ
−1
j has index 0 with respect to p. In fact, the index does

not change when p moves continuously without crossing σi or σ j. We can join p
to the opposite vertex of a third triangle (Ak)g, k 6= i, j without touching σi ∪σ j.
The joining arc must cross the boundary of ∆ , and for a point near the boundary
the index is 0. Therefore the index vanishes also for the original position of p. We
conclude that γ has index 0. With this contradiction, we have concluded the proof
of (D1).

Finally, we prove the necessity of (D2). Since a point is not a surface, α0 belongs
to at least one a1 = (α0α1). By (D1) this a1 is contained in an A1 = (α0α1α2), and
a2 = (α0α2) belongs to an A2 = (α0α2α3) 6= A1 so that α3 6= α1. When this process
is continued we must come to a first Am = (α0αmαm+1) such that αm+1 = α1.

We can find a Jordan region ∆ which contains (α0)g and does not meet (α1α2)g∪
(α2α3)g ∪ ·· · ∪ (αmα1)g. The intersection of (A1)g ∪ ·· · ∪ (Am)g with ∆ − (α0)g is
open and relatively closed in ∆ − (α0)g. Because a punctured disk is connected
it follows that ∆ ⊆ (A1)g ∪ ·· · ∪ (Am)g. This proves that a1, . . . ,am and A1, . . . ,Am
exhaust all simplicies that contain α0, and condition (D2) is satisfied. ut

Note F.8. When G is free and finitely generated by (a1, . . . ,an), we can prove that n
only depends on G as follows: Consider the quotient of the group G modulo the sub-
group 2G consisting of all elements of the form g+g, where g∈G. It is immediately
verified that each coset of G/2G is of the form

ε1a1 + · · ·+ εnan +2G,

where εi = 0 or εi = 1, and thus, G/2G has 2n elements. Thus, n only depends on
G.

Note F.9. For the benefit of the reader, we compare the proof given here (due to
Ahlfors and Sario [1]) to other proofs, in particular, the proof given in Seifert and
Threlfall [8] (Chapter VI). The first point is that Ahlfors and Sario’s proof applies to
surfaces with boundaries whereas Seifert and Threlfall first give a proof for surfaces
without boundaries in Section 38 and then they show how to modify this proof
to deal with boundaries in Section 40. As we said earlier, Ahlfors and Sario use
the same elementary transformations as Seifert and Threlfall. Unlike Seifert and
Threlfall, who begin by gluing cells sharing a common edge using (P2)−1 to obtain
a complex with a single cell (their Step 1), Ahlfors and Sario reduce the complex to
a single cell at the beginning of their Step 3. Step 1 of Ahlfors and Sario (eliminating
strings aa−1) is identical to Step 2 of Seifert and Threlfall. Step 2 of Ahlfors and
Sario (reduction to a single vertex) is similar to Step 3 of Seifert and Threlfall,
except that Ahlfors and Sario deal with border vertices. Step 3 of Ahlfors and Sario
(cross-cap introduction) is analogous to Step 4 of Seifert and Threlfall and also
preserves loops. Step 4 of Ahlfors and Sario (handle introduction) is analogous to
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Step 5 of Seifert and Threlfall and also preserves loops. Step 5 of Ahlfors and Sario
(transformation of handles into cross-caps) is analogous to Step 6 of Seifert and
Threlfall. Finally, Step 6 of Ahlfors and Sario consists in grouping loops together.
This step is achieved by Seifert and Threlfall in Section 40.

The proof given by Fréchet and Fan [4] is identical to Seifert and Threlfall’s proof
[8]. Massey [6] gives a similar proof except that he does not use the transformation
rule (P1) in eliminating pairs of the form aa−1. In this respect, Massey’s proof is
closer to Brahana’s proof [2] (1921). The cutting rule (P2) seems to have been first
introduced by Brahana although Brahana states that the method of cutting was first
presented by Veblen in a Seminar given in 1915. Every proof using the method of
cutting uses the proof steps first presented in Brahana [2], but Brahana only deals
with surfaces without boundaries.

Note F.10. Readers familiar with formal grammars or rewrite rules may be intrigued
by the use of the “rewrite rules”

aXaY ' bbY−1X

or
aUVa−1X ' bVUb−1X .

These rules are context-sensitive, since X and Y stand for parts of boundaries, but
they also apply to objects not traditionally found in formal language theory or
rewrite rule theory. Indeed, the objects being rewritten are cell complexes, which
can be viewed as certain kinds of graphs. Furthermore, since boundaries are invari-
ant under cyclic permutations, these rewrite rules apply modulo cyclic permutations,
something that I have never encountered in the rewrite rule literature. Thus, it ap-
pears that a formal treatment of such rewrite rules has not been given yet, which
poses an interesting challenge to researchers in the field of rewrite rule theory. For
example, are such rewrite systems confluent, can normal forms be easily found?
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Symbol Index

f : X1→ X2, function from X1 to X2, 2
f−1, inverse of function f , 2
ε , empty string, 8
B(A) = a1a2 · · ·an, boundary of cell A, 10
R3, real numbers in three dimensions, 10
RP2, real projective plane, 10
S2
+, the upper hemisphere, 11

D, the closed disk, 11
R2, real numbers in two dimensions, 11
χ(K), Euler–Poincaré characteristic of a

triangulated surface K, 20
[x], equivalence class of x, 23
X/R, quotient space of X modulo R, 23⋃

[x]∈V [x], union of all [x] in V , 23
Rm, real numbers in m dimensions, 25
R4, real numbers in four dimensions, 26
R, real numbers, 30
An, affine space of n dimensions, 30
∂σ , boundary of a simplex σ , 30
◦
σ , interior of a simplex σ , 30
Bn, the unit n-ball, 30
Sn−1, the unit n-sphere, 30
{a+λu | λ ≥ 0}, ray emanating from a, 30
C, closure of C, 31
K = (V,S ), a complex consisting of the set V

of vertices and S of simplices, 32
R(I), the real vector space freely generated by

the set I, 32
RI , the set of all functions from I to reals, 32
Kg, geometric realization of a complex K, 32
St a, the star of a, 34
St a, the closed star of a, 34
σ : S → 2M , a triangulation of a surface M, 35
◦, function composition, 36
f∗, group homomorphism associated with f ,

39

π(E,a), the fundamental group of E based at
a, 40

γ : [0,1]→ E, a path, 40
γ1 ≈ γ2, γ1 and γ2 are path homotopic, 40
f1 ' f2, maps f1 and f2 are homotopic, 41
γ1γ2, the concatenation of γ1 and γ2, 42
[γ], the homotopy class of path γ , 42
C, complex numbers, 44
n(γ,z0), the winding number of path γ with

respect to z0, 44
Z, integers, 47
d(ϕ)z0 , degree of a map ϕ at z0, 48
h, conjugate of map h, 50
Hm, half-space of dimension m, 50
∂M, boundary of manifold M, 51
Int M, interior of manifold M, 51
∆ , neighborhood of an interior point on an

edge, 52
0, identity, 55
−a, inverse of a, 55
N, natural numbers, 55
na, sum of n as, 55
f̂ , unique homomorphism, 56
H1 + · · ·+Hn, internal sum of Hi, 57
H1⊕ . . .⊕Hn, direct sum of Hi, 57
Hn, 57⊕

i∈I Gi, (external) direct sum, 57
ini, injective homomorphism, 57
I , ideal, 57
r(G), rank of an abelian group G, 58
Cp(K), free abelian group generated by

oriented p-simplices associated with
complex K, 59

Zp(K), kernel of ∂p, 59
Bp(K), image of ∂p+1 in Cp(K), 59
Hp(K), simplicial homology group of a

complex K, 59
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Ker∂ , kernel of ∂ , 64
Im∂ , image of ∂ , 64
∆p, the standard p-simplex, 69
T : ∆p→ X , singular p-simplex, 69
Sp(X), p-th singular chain group, 69
∂pT , boundary of singular p-simplex T , 70
∂p : Sp(X)→ Sp−1(X), boundary map, 70
f],p : Sp(X)→ Sp(Y ), 70
Zp(X), 71
Bp(X), 71
Hp(X), p-th singular homology group, 71
f∗,p : Hp(X)→ Hp(Y ), 72
Id : X → Y , the identity map, 72
c∼ c′, c is homologous to c′, 74
≡, equivalent, 77
X−1, set of formal inverses of elements in X ,

80
B(A), boundary of A, 80
|K|, topological space associated with cell

complex K, 85
S1]S2, connected sum of surfaces S1 and S2, 97
λ , successor relation of edges, 100
aba−1b−1, commutator, 102
g, genus, 103
S3, the 3-sphere, 103
S2, the 2-sphere, 105
H , 105
|x|, absolute value of x, 117
[a,b], closed interval, 118
]a,b], interval closed on the left, open on the

right, 118
[a,b[, interval open on the left, closed on the

right, 118
]a,b[, open interval, 118
B(a,ρ), the closed ball of center a and radius

ρ , 118

B0(a,ρ), the open ball of center a and radius
ρ , 118

S(a, ρ), the sphere of center a and radius ρ ,
118

‖u‖, norm of u, 119
‖x‖∞, the sup-norm of x, 119
O , family of open sets, 120
CA, the family of closed sets containing A, 122
A, closure of set A, 122
◦
A, interior of set A, 122
∂A, boundary of set A, 122
U , 123
B, 124
P , 124
(xn)n∈N, sequence, 127
limx→a,x∈A f (x) = b, f (x) approaches b as x

approaches a, 128
γδ , arc composition, 134
(Ui)i∈I , open cover, 136
(Eω ,Oω ), the Alexandroff compactification of

(E,O), 140
δ , Lebesque number, 142
Vε (A), the ε-hull of A, 147
D(A,B), the Hausdorff distance between A and

B, 147
K (X), the set of all nonempty compact

subsets of X , 147
u,v, set of endpoints of an edge, 157
[V ]2, set of all subsets consisting of two

distinct elements in V , 157
st : E → [V ]2, function assigning endpoints to

an edge, 157
|G|, subset consisting of the union of all

vertices and edges of G, 159
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0-simplex, 30, 32, 37
1-simplex, 30, 33, 35, 37, 63, 64, 68
2-simplex, 30, 32, 35, 37, 60, 64, 68, 76
3-simplex, 67
ε-hull, 146
Z-module, 56
n-simplex, 30, 69
p-boundary, 62, 71
p-chain

definition, 60
elementary, 60

p-cycle, 62
p-simplex, 60
p-th homology group, 62
p-th singular chain group, 69

abelian group, 55
(external) direct sum, 57
direct sum, 57
finite order, 56
finitely generated, 55
freely generated, 55
internal sum, 56
order, 56

abstract complex, 32
abstract simplex, 32
accumulation point, 141, 143, 144, 148
affine combination, 29
affine singular simplex, 69
affine space, 29

normed, 30
affinely independent, 29
Alexander, 4, 154
Alexander horned sphere, 160
Alexandroff compactification, 139

definition, 140
arc, 133

composition, 134
arcwise connected, 26, 43, 134, 159

Bézout identity, 113
basis, 56, 125
Betti number, 58, 73
block, 158
boundary

of p-simplex, 61
definition, 70

of a manifold, 51
of a simplex, 30, 59
of cell, 6
of oriented faces, 80
surface with, 8, 20

boundary map, 70
bounded subset, 136
Brahana, 3, 98, 154
Brouwer’s invariance theorem, 26, 48

canonical cell complex, 88, 90, 91, 96, 97, 101
cap, 99
Cauchy sequence, 144–147
cell, 5, 169
cell complex, 3, 6–11, 79, 169

definition, 80
in normal form, 3, 88

chain, 158
elemetary, 158

chart, 25
closed

ball, 118
map, 23
path, 40
polygon, 101
region, 129
set, 120, 122
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closure, 31, 132
definition, 122

combination
affine, 29
convex, 30

commutator, 102
commutator subgroup, 102
compact

definition, 135
locally, 139
neighborhood, 138, 139
polyhedron, 79
relatively, 136
sets, 135–148

complex, 31–34
definition, 32
triangulated, 38

connected, 25
arcwise, 43, 134, 159
complex, 35
definition, 129
graph, 158
locally, 133
locally arcwise, 134
set, 129–135
subset, 129, 131
sum, 18

definition, 97
surface, 10

continuity, 125–127
continuous, 125, 128
contour, 87, 96, 103
contracting mapping, 145
convergence, 127, 129
convex combination, 30
Conway’s ZIP proof, 99
coordinate system, 25
cross-cap, 12, 20, 91, 93, 94, 106, 153

construction of, 165
surface, 107–109

crosshandle, 99
cut edge, 158
cut vertex, 158

degree of a map, 48
Dehn and Heegaard, 3, 153
dimension, 56
disconnected

space, 121
discrete

topology, 121

edge, 80
inner, 81

elementary subdivision, 15
definition, 84

embedding
of a graph, 159
of projective plane, 165
of surfaces, 26, 103

equivalence
of cell complexes, 84
of edges, 158
of metrics, 124
of sequences, 60
of surfaces, 1, 5, 39

Euler–Poincaré characteristic, 3, 5, 20, 72, 73,
88, 89, 96, 100, 102

definition, 72

face, 80
finite intersection property, 136
fundamental group, 39, 100

definition, 42
of compact surfaces with boundary, 100

genus, 102
geometric realization, 32, 34, 52, 59, 69, 73,

79, 97
definition, 32
of a triangulation, 35–37

geometrically independent, 29
graph

definition, 157
simple, 157

handle, 8, 90, 94
Hausdorff, 24, 136, 140

distance, 146, 147
metric, 147
separation axiom/property, 121, 128, 138
space, 121

Heine-Borel-Lebesque property, 136
homeomorphism, 2, 5, 31, 100

definition, 127
homomorphism of fundamental groups, 43
homotopy, 40, 41

immediate deformation, 101
Indicatrix, 153
interior, 51
isolated, 126

Jordan, 3, 5, 151
Jordan arc

definition, 134
Jordan curve, 26

definition, 40, 134
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Jordan curve theorem, 160
Jordan path, 40
Jordan region, 26, 168
Jordan-Schönflies theorem, 160

Klein, 12
Klein bottle, 12, 20, 26, 84, 98, 153

construction of, 13
in R3, 13

Lebesque number, 142
lemniscate of Bernoulli, 127
limit, 127
Listing, 5, 20, 149
locally arcwise connected, 134
locally compact, 139
locally connected, 133
locally constant, 129
locally Euclidean, 2
loop, 91, 93, 95

Möbius, 3, 5, 20, 150
Möbius strip, 3, 20, 51, 82, 91, 99, 102,

149–150
metric, 117, 122
metric space, 117

neighborhood, 125, 138
compact, 138

nonorientable, 3
norm, 119
normal form

conversion steps to, 16–19
conversion to, 8
of a cell complex, 3, 13

definition, 88
of a surface, 1, 153
of type (I), 8, 12
of type (II), 12, 91

normed affine space, 30
normed vector space, 119, 138

open
ball, 118, 142, 144, 165
cover, 135
map, 23
set, 120
simplex, 30
subcover, 135

orientability, 3, 11, 96
orientable, 3

cell complex, 12
definition, 87

surface

definition, 50
orientation

coherent, 12, 88
definition, 86

of a cell complex, 12
definition, 86

of a simplex, 60
of a surface, 50

oriented
edge, 8, 80
face, 10, 80
set, 80
simplex, 60

parametrization
of an open set, 25

path, 40, 91
closed, 40
concatenation, 42
Jordan, 40
simple, 40

path-connected, 168
path-homotopy, 40, 101
perforation, 99
planar region, 49
Poincaré conjecture, 79, 103
Poincaré–Alexander–Lefschetz Duality

Theorem, 165
polygon, 161

closed, 101
definition, 100

polyhedra
homotopy groups of, 74–78

polyhedron, 38, 74
compact, 79
with boundary, 52

precompact, 143, 144
product topology, 124
projective plane, 10, 26, 82, 98, 102

embedding, 165
viewing in R3, 105

punctured plane, 47

quasi-compact, 136, 138
quotient space, 23
quotient topology

definition, 23
of subspaces, 24

Radó, 2, 96
refinement, 84, 86
region, 129

closed, 129
relatively compact, 136
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reparameterization, 42
Ricci flow, 103
Riemann, 4, 5, 150

second-countable, 35, 163
definition, 141

segment, 159
bad, 161–163

sequence, 127, 141
simple polygonal arc, 159, 160
simplex, 32

definition, 30
simplicial homology, 59
simply-connected, 43
singular p-simplex, 69
singular homology, 59, 69
source, 100
standard p-simplex, 69
star, 34, 76, 167
Steiner roman surface, 106–107, 109–110
stereographic projection, 139
stereographic representation, 105
subbasis, 125
subspace

metric, 123
topology, 123

successor, 80, 83
sup-norm, 119
surface

definition, 25
in normal form, 1
ordinary, 99
triangulated, 2
with boundary, 50

target, 100

topological invariant, 5
topological manifold

definition, 25
topological space, 121
topology

discrete, 121
on a set, 121
on a subset, 123
product, 124
subspace, 123

torsion subgroup, 56, 58, 77
torsion-free, 56
triangulated

complex, 38, 84
surface, 2

definition, 161
triangulation, 26, 29, 74

definition, 35
of a surface, 161
of a surface with boundary, 51

uniform continuity, 142
unit n-ball, 30, 31
unit n-sphere, 30

vector space
normed, 119

vertex, 80, 83
boundary, 81, 93
inner, 81, 92

von Dyck, 3, 152

Weierstrass–Bolzano property, 143
Weyl, 4
Whitney, 4
winding number, 44–45


